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Karl Popper’s influential theory of science has been widely debated and

vigorously criticized over the last few decades. The central concepts of Popper s theory,

those of falsifiability, corroboration, and verisimilitude have been by-words in the

literature of the Philosophy of Science during this period. Popper’s challenges to

orthodoxy and, in some ways, radical views, have generated considerable controversy.

There have been sharp criticisms and a few defenders —but even among the defenders one

sees mostly appropriations, rather than genuine defense. There has not, however, been

any systematic general defense of his central views in the literature. This dissertation

attempts such a defense, by way of a careful examination and sympathetic interpretation

of the main themes of Popper’s theory, namely, the role of falsifiability in responding to

the demarcation problem and solving the problem of induction, the insistence on

corroboration as a desirable feature of scientific theories as well as an indicator of

empirical progress, and the theory of verisimilitude, according to which the long-term
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aim of science is properly pursued by means of advancing theories which constitute

better approximations to the truth than their competitors.

The overall strategy is to review carefully the most important criticisms of each of

the above themes in Popper’s theory. After providing background for a discussion of the

matters at issue, I try to disarm the objections by showing that they misconstrue Popper’s

intent; to this end I provide alternative interpretations ofhow Popper can be properly

understood and propose minor revisions to the concepts analyzed (being always

respectful of Popper’s original definitions). After dissolving the objections and

developing the fundamental notions with the revisions introduced, Popper’s theory of

science emerges rehabilitated.
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CHAPTER 1

INTRODUCTION

This study deals with a particular portion of Popper’s theory of science, namely

its treatment of the problem of induction (including the proposal for a solution) and the

notions of falsifiability, corroboration and verisimilitude. These four topics are the

cornerstones of Popper’s theory because, properly articulated, they are sufficient to

account for the crucial problems of epistemology, not to mention that Popper’s image of

empirical science depends entirely upon them. In particular, they supply criteria to admit

theories into the body of science or remove them from it; they provide means to select

among competing theories and they give an explanation of the growth of scientific

knowledge, including its piecemeal approach to the truth. In broader terms, they

constitute an alternative to the ideas of logical positivism, offer support to scientific

realism, and give birth to an increasingly influential theory (now known as critical

rationalism).

Given its cardinal importance for a methodology that admits hypotheses into the

body of scientific knowledge with only the requirement of compliance with a formal

criterion, special attention is given to the logical notion of falsifiability and to its relations

with corroboration and verisimilitude. However, in spite of the simplicity that these four

topics appear to have, this dissertation does not attempt to analyze fully their many

ramifications and complications. It settles for the less ambitious goal of providing a clear

construal of each of them and explaining the basic form of their inter-relation with the

hope of giving the reader the tools necessary to grasp Popper’s theory at its best.
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Popper committed himself to a clear presentation of his ideas and encouraged

others to scrutinize them severely with the implicit promise to abandon any view that did

not resist criticism. This seems the appropriate attitude for someone who considered

criticism to be “the lifeblood of all rational thought” (“Replies to my Critics,” p. 977) and

insisted on the fallible nature of the most sophisticated kinds of knowledge, science

included. But the criticisms, which came from all quarters and appeared to be

devastating, left the essence of his position untouched, and except for minor revisions and

additional explanations here and there Popper did not change, let alone give up, any of

his key notions. Since several authors (Johansson, 1975; Stove, 1982; Burke, 1983)

consider most of these criticisms successful (actually the myth of a conclusively refuted

Popper is widespread), at some point one must ask why Popper did not modify drastically

or renounce his central ideas after those criticisms were expressed. For many, this was an

indication that despite his pronouncements to the contrary. Popper did not really admit

criticism. I suspect that most of the criticisms were less apt than first thought. Although

this alternation hardly exhausts all the possible explanations, I am inclined to focus my

discussion on it.

One must exercise caution, of course, when considering a popular view. In

particular, one should not permit one’s judgment to be affected by the degree of

acceptance of the view under evaluation. For, as history shows with innumerable

examples, the most fashionable views of the past have turned out to be shortsighted when

they do not reveal themselves to be plainly false. This should be reason enough to avoid

hastiness in embracing the most popular opinions of the last 30 years on the value of

Popper’s philosophy of science; namely that such a theory is a failed and hopeless project
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and that Popper’s replies are simply desperate moves. Now, it is sometimes easier to join

the stream of common opinion, and 1 must confess that I have frequently found pleasure

rehearsing varied criticisms of Popper’s philosophy. But as the tenets of critical

rationalism advise us to expect, no conclusion can be considered so perfect that it should

be exempted from further examination and this must apply with unmitigated force not

only to Popper’s theory but also to the views of his many critics. In this dissertation I

endorse the opinion that most of the criticisms against Popper’s theory of science are

faulty and consequently that it is the right time to denounce their faults and vindicate

those components of Popper’s theory that were unfairly rejected.

I argue for that view by way of a twofold strategy. On the one hand, I attempt to

disarm the most important objections, showing that they misconstrue Popper’s intent. To

this effect, I shall draw on material from the best-known critics (e.g., Kuhn, Lakatos,

Feyerabend, Putnam, and O’Hear) without neglecting some authors whose criticisms

have received less attention in the literature. On the other hand, I shall propose

interpretations that are more charitable to Popper’s work and fit better in his overall

philosophical project. I then must introduce some modifications to the concepts of

corroboration and verisimilitude and argue for what I take is the right way to formulate

the relations in which they stand one to the other while explaining what they contribute to

a falsificationist theory of science. Nevertheless, all the revisions and modifications that I

shall introduce are in the spirit of Popper’s philosophy and are thus compatible with his

whole theory. Let me state briefly the motivation for this dissertation, explain my

methodological approach, and give a summary of the following chapters.
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1.1 Motivation

A systematic defense of Popper’s theory of science, by way of analyzing its key

components as identified above, constitutes a legitimate task for the following reasons;

• It fills a lacuna in the extensive critical literature on Popper’s philosophy of

science. Criticisms of the aforementioned notions are many and varied, but there

are no systematic general defenses, other than the rejoinders Popper himself wrote

in several places in his work. So, it seems appropriate to engage in a project that

gives a structured discussion of these notions, surveys the objections and

rejoinders, and provides support for a fair interpretation of Popper’s theory.

• I believe that Popper’s theory about the growth of science offers a good and

persuasive account for today’s science. However, his theory has been widely

disputed, partly because of readings that interpret its key notions in isolation and

take some of Popper’s views out of context. Therefore, a project that clarifies

these concepts might contribute to dispelling misrepresentations that have

pervaded and negatively affected the evaluation of Popper’s theory of science.

• Popper introduced many of his controversial ideas in a rather sketchy way and

suggested that they might be worth developing. I think a sympathetic reading of

such ideas and a serious attempt to develop the notions that were presented too

sketchily can contribute to a better understanding of Popper’s project and perhaps

promote additional contributions.

1.2 Method

There are two main approaches in this dissertation: an expository approach and a

constructive approach. In the expository approach, I discuss the appropriate background

for each of the concepts that are essential to Popper’s theory of science, so that once the
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concepts are introduced the reader is able to see how they fit in the broader structure. I

consider different and alternate formulations of the key concepts as they appear in

various places of Popper’s work and stress the meaning of the changes whenever they

emerge. Then, I review the main objections to each of these concepts and I show how to

interpret Popper’s views so that it is possible to block or dissolve the criticisms argued

for in the secondary literature. In addition, I shall explain why I disagree with the critics

and try to locate my own position by reference to Popper’s original notions. In the

constructive approach, I reformulate the key notions and attempt to give a coherent and

workable characterization of Popper’s leading ideas. Ifmy reformulation is successful it

will provide a solution for the most important problems identified by the criticisms as

well as a more coherent and appealing picture of Popper’s theory of science.

The material examined in this work has been organized in a very simple way. I

have devoted one chapter to each of the four fundamental problems dealt with. Every

chapter begins with a general discussion of the background required to understand its

target notion. Then I proceed to the definitions and the changes introduced by Popper or

demanded by flaws in the definition. After this, I give the important criticisms and my

reply to them. There is some (logical) order in the problems and the notions discussed

that might enhance our understanding of the interrelation among falsifiability,

corroborability, and verisimilitude. However, since I have emphasized the important

points of connection repeatedly (both in the main text and in footnotes) the chapters can

be read as self-standing units without significant loss of meaning. For clarification

purposes and easy reference I have included also a list of the crucial definitions in an

appendix. Those readers familiar with Popper’s theory might want to skip the background
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discussion of each chapter and go directly to my presentation and assessment of the

criticisms.

1.3 Main Themes of the Chapters

I devote Chapter 2 to a review of Hume’s pioneering ideas on the problem of

induction and examine Popper’s solution to it. I survey Popper’s construal of the problem

of induction in different parts of his work, from the Logic ofScientific Discovery to

volume I of the Postscript, stressing the changes that he introduces from time to time.

Since he reads Hume as dismissing induction as a procedure that justifies reasoning from

repeated instances of which we have experience to other instances of which we do not

have experience (in everyday life as well as in empirical sciences), and emphasizes the

need for a correct formulation of this problem, it is necessary to analyze carefully what he

takes himself to be doing when he contends that he can solve the problem of induction.

As is known. Popper’s solution to Hume’s problem combines a dismissal of what

he calls its psychologistic component with the adoption of falsifiability as the hallmark of

empirical theories. Accordingly, I establish the connection between the theory of

falsifiability and Popper’s reply to Hume’s challenge to the rationality of science. If

Popper’s solution is right, he is in the position of rescuing the very possibility and

rationality of empirical science from the attacks of skepticism and relativism. On the

other hand, since Popper commends a method that is entirely deductive and is capable of

providing a good criterion of demarcation while securing that theories have informative

content, we will evaluate his claims to that effect to determine whether his efforts to

provide an account of empirical science without induction are successful. Once the

topography of Popper’s argument for that conclusion is laid down, I shall consider the

main criticisms prompted by it. I shall examine and dissolve criticisms by Howson, Ayer,
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O’Hear and some other authors who do not consider Popper’s solution to Hume’s

problem satisfactory nor his deductivism right.

Chapter 3 is concerned with the central topic of falsifiability. 1 show how this

notion plays a key role in Popper’s theory of science including the process of testing and

theory selection. 1 explain the two definitions of falsifiability and the difference between

falsifiability and falsification, essential for a correct understanding of many evaluative

claims about theories and crucial to the dissolution of criticisms that point out that no

falsificationist methodology of science can work. To do this I explain the notions of

basic statements, potential falsifiers, degrees of falsifiability, logical content, and

empirical (or informative) content; and 1 discuss the deductive testing of theories and the

asymmetry between falsifiability and verifiability.

On the other hand, 1 shall develop Popper’s suggestions on the role of

falsifiability as a comparative notion together with his views on the epistemic nature of

test statements and their role in the feasibility of obtaining conclusive falsification. Since

many of the alleged counter-instances to Popper’s theory of falsifiability appeal to

examples taken from the history of science, 1 shall show that the most overworked cases

(e.g., the episodes of the scientific revolution) can be explained (and even interpreted

better) from the point of view of Popper’s philosophy. In section 3.3 of Chapter 3,

1

expound several objections to the theory of falsifiability by Kuhn, Lakatos, Feyerabend,

and Derksen, explaining how they might have originated. Since most of these objections

are misconceived, I disarm them and show why they leave the theory of falsifiability

unharmed.
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In Chapter 4, 1 deal with the notion of corroboration, which gives us an idea of

how well a theory stands up to severe tests, up to a certain moment. Since what Popper

has written about corroboration is rather obscure and this notion is frequently confused

with the notion of confirmation typical in verificationist epistemologies, I try to explain

carefully why and how corroboration and verification are different concepts, and how to

handle the difficulties that seem to arise whenever we attempt to apply Popper’s notion of

corroboration to the appraisal of scientific theories. In particular, I shall explain that

although we can express the notion of corroboration by invoking concepts from the

theory of probability, the notion itself is not probabilistic because it does not satisfy the

axioms of the calculus of probability.

V On the other hand, I introduce some distinctions between corroborability and

corroboration emphasizing the contrast between modal and actual contexts. Furthermore,

given the definitions of corroborability and falsifiability (in terms of testability) I explain

how to establish a relation between both concepts in the right way so that we capture their

logical connection and are able to use it to bolster Popper’s theory of science. This

demands a slight revision of the way Popper suggests the connection must be developed,

but I think my amendment can correct some problems that Popper’s suggestion generates.

To put it plainly. Popper wants to establish a relation between falsifiability and

corroboration that can dispel doubts about the so-called “law of diminishing returns” (the

view that after a while, the degree of falsifiability of a well-corroborated theory grows

stale). However, Popper goes for a relation between falsifiability and corroborability that

is easier to obtain since it is secured at the outset by the definitions. I shall correct this

mistake and show that even with the relation between falsifiability and corroborability.
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Popper can have what he needs to keep his theory of science running. Once I do this, I

examine criticisms of Popper’s notion of corroboration by Putnam, Lakatos and Derksen.

In particular, I devote special attention to the criticism (that I consider completely

erroneous) that Popper sneaks induction back into his theory of science through his

notion of corroboration. Finally, I use the previously introduced distinctions to neutralize

such objections.

Chapter 5 is concerned with the theory of verisimilitude. Roughly speaking, this

notion expresses the relative distance to the truth of a false hypothesis (or theory) and is

important because it makes it possible to define progress for a sequence of false theories.

In Popper’s epistemology, the aim of science can be promoted by formulating theories

that are closer to the truth than their overthrown competitors, and we recognize progress

because our theories make successive approximations to the truth. Popper offered both a

qualitative and a quantitative definition of ‘verisimilitude’. For the sake of simplicity I

am concerned mainly with the former.

The qualitative definition states that the verisimilitude of a (which stands for a

statement, but can be generalized to the case of theories) equals the measure of its truth

content minus the measure of its falsity content, and that its degree of verisimilitude (say

of a theory) increases with its truth content and decreases with its falsity content in such a

way that if we could add to its truth content whilst subtracting from its falsity content we

would be improving the theory. Several scholars quickly criticized this definition. In

short, they claimed that it does not support ascriptions of verisimilitude of the kind that is

useful to Popper’s theory of science for cases in which we need to distinguish between

two (unequally) false theories. Popper accepted this devastating criticism and suggested
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alternative ways to retain the spirit of the theory of verisimilitude without the technical

components of the qualitative definition. I suggest a way to amend the qualitative

definition and meet the challenge of the critics. My proposal builds on an overlooked part

of Popper’s notion of truth content. Ifmy view is correct, I show that the qualitative

definition works properly and secures the coherence of Popper’s theory of science.

In the last chapter of this dissertation, I recount the positive conclusions ofmy

work. This will give the reader a good idea of where Popper’s theory of science stands, if

my attempt to rescue it from such diverse criticisms succeeds. In general, it should be

clear how his philosophy allows him to discard induction and reject all sorts of inductive

justification for the epistemic status of empirical theories, while steering clear of

irrationalism in science. My dissertation shows that Popper’s method of conjectures and

refutations, improved by means of critical and rational discussion, does not foster

irrationalism in science or any other endeavor of the human spirit. On the contrary, while

upholding induction might commit strict justificationists to an infinite regress of reasons,

to skepticism, or to irrationalism. Popper’s theory of science avoids these difficulties by

construing science as a deductive enterprise and by rejecting foundationalism.



CHAPTER 2

SOLUTION TO THE PROBLEM OF INDUCTION

Any moderately thorough account of Popper’s theory of science must address his

purported solution to the problem of induction. In fact, he has claimed as a main asset of

his philosophy that it does away with induction while providing a rational account of

empirical science. This, of course, is a very controversial claim for both friends and foes

of the Popperian project. In this chapter, I examine the main lines of Popper’s treatment

of this important philosophical problem, to show how they relate to the rest of his theory.

I also discuss the most relevant criticisms of Popper’s treatment of induction in the

literature. I neither intend to give an exhaustive treatment of the problem of induction,

nor to provide a detailed examination of the multiple objections that can be leveled at

Popper’s stance in this matter. My purpose here is more focused and should be read in

the light of the aim of providing a suitable framework to my further defense of

falsifiability as a desirable feature of scientific theories.

To prepare our way for this objective, let me begin by recasting Popper’s

treatment of induction and his understanding of the role that such a method plays in

science. When the English translation of his Logik der Forschung appeared in 1959,

Popper surprised the English-speaking philosophical community with the bold claim that

he had produced a solution to the Problem of Induction.' That such a claim was destined

to provoke heated debate can be illustrated by the fact that he had to explain over and

'
I do not want to suggest that Popper’s claim of having solved the problem of induction was completely

unknown before this time. I hold that a more articulated discussion of it was brought about by the

11
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over again what he regarded the Problem of Induction to be, and why he thought he had

offered a solution for it. His initial treatment of this problem was rather simple and

sketchy. He argued that current approaches to empirical science in the positivist tradition

made induction the working mechanism of science. Sciences were adequately

characterized by their reliance on something vaguely referred to as “inductive logic.” But

the known objections to induction raised by Hume sufficed to show that this

characterization was on the wrong track. There was nothing that could be properly called

“inductive logic” and no way to ground the truth of general statements on the truth of

particular ones. Hence, Hume’s objections put epistemologists in the very uncomfortable

position of being unable to account for the rationality of scientific knowledge if they were

to maintain that empirical sciences were based on induction. According to Popper, the

problem can be overcome if, instead of searching for well-established inductive support

(a hopeless endeavor, in his opinion) one realizes that for demarcation and truth-decision

purposes, falsification gives what verification promised but could not deliver.

The formulation of a criterion of demarcation between empirical and

nonempirical theoretical systems received a novel treatment. Let me illustrate this by

mentioning three points that are amenable to current discussions in the philosophy of

science of the 1930s. In the first place. Popper explained that the criterion of demarcation

between science and metaphysics should not be construed as a criterion of meaning, since

we certainly can find meaningful theories on both sides of the dividing line. In the

second place, he charged that the principle of verifiability could not provide a suitable

criterion of demarcation, as the unwelcome consequences of its application in the days of

publication of LScD. For a similar opinion see Faine’s review of LScD in: Philosophy ofScience, Vol. 28,

No. 3(1961), pp. 319ff.
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the logical positivists blatantly showed. In the third place, he thought that a simple

suggestion was powerful enough to dissolve all the difficulties of the positivist accounts

of science: the undisputed fact that no general statement is verifiable but that they all are

falsifiable. On Popper’s view, falsifiability was an appropriate criterion of demarcation

and became the hallmark of empirical theories. The notion proved to be so fertile that it

originated a whole theory of science. But how does the solution to the Problem of

Induction come into play here? Recall that the traditional (positivist) treatment of science

made induction the distinguishing characteristic of empirical theories, but was unable to

reconcile the evident fact of the progress of science with the challenges to rationality

raised by Hume’s criticisms of induction. Falsifiability came to the rescue by furnishing

a deductive answer to the question of demarcation, and by providing an explanation for

the progress of science in nonjustificationist terms.

I do not have to mention that this story was not convincing enough for most

philosophically minded readers. Many were unable to see a solution to the Problem of

Induction in Popper’s proposal. Others expressed various complaints about the tenability

of Popper’s solution. In their view, the problem of induction was still alive and well.^ In

addition, they pointed out what they considered were fatal flaws in Popper’s theory of

science. By way of example, let me mention two general criticisms of Popper’s solution

^ For example Warnock, in his review of LScD, contends that although “Popper says emphatically that this

venerable problem is insoluble” all his arguments on this matter are not sufficient to eliminate it; hence “if

there is such a thing as the problem of induction, it is a problem for Popper as much as for anyone else.”

Wamock’s reluctance to admit Popper’s success is motivated mainly by his inductive supposition that a

theory which has withstood rigorous tests in the past “proves its fitness to survive” in future tests (pp.

100-101). Warnock seems to be wrong on two counts: (1) given that Popper offers a solution to the

problem of induction -though not a justificatory one- he could have not possibly said, empathically or

otherwise, that the problem has no solution; (2) the reviewer assumes Popper meant that a theory that has

survived until now, and that thereby has proved its fitness to survive until now, has also proved its fitness to

survive future tests, but this is contrary to what Popper maintains.
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of the Problem of Induction. Colin Howson (1984) contends that Popper failed to

develop a tenable solution to this infamous problem,^ if the assumption that all universal

statements have a zero degree of probability is correct. In Howson’ s view, the way

Popper approaches the question prevents him from meeting the requirement of

epistemological neutrality that he wishes to impose on others, and makes the choice of

theories or hypotheses nonrational. A second criticism, in some way licensed by Popper’s

own remark about a “whiff of inductivism” in his philosophy, says he must give some

room to induction in his theory of science if he wants to account for the successes of

scientific prediction. According to these critics. Popper reinstates induction into his

theory of science through the back door. What these authors mean is that only by

assuming that a theory well corroborated will perform equally well in future tests

(minimally in the very same tests it has successfully withstood so far) we can make sense

of science and understand its predictive features. But this is just a way of saying that past

performances are linked to future performances, and thus relies on an inductive type of

argument. I will address these criticisms in due course.

We might be in a better position to appraise the force of both kinds of criticism, if

we follow closely the different formulations of the problem of induction advanced by

Popper. But before doing that, let us recapitulate briefly Hume’s original treatment of

this problem.

^ Incidentally, even philosophers who are friendly to Popperian ideas take for granted that the Problem of

Induction has not been solved. One can read in this spirit Watkin’s recent article “How 1 almost solved the

problem of induction,” in which he claims that past attempts to solve this problem have been unsuccessful,

but he may have almost gotten it in his book: Science and Scepticism. In Watkin’s opinion, his own
proposal was, nevertheless, closer to the long-awaited solution.
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2.1 The Problem of Induction

As is widely known, the problem of induction was discovered by Hume, who was

unhappy with our predisposition to believe that: (i) the truth of universal statements could

be justified by the truth of particular statements; (ii) the future occurrence of events

resembles the past occurrences of the same (type of) events and (iii) it is possible to

establish a cause-effect relationship between events which occurrence has been invariably

associated in the past. The last statement is particularly important, since Hume himself

did not use the word “induction” in any of his arguments. Rather, he was concerned, in a

broad sense, with questions that fall under one or other of the above headings and spent a

good deal of time examining the cause-and-effect relationship. According to Hume, the

objects of human reasoning fall into two types: “relations of ideas” such as the truths of

mathematics, which are either “intuitively or demonstratively certain,” and “matters of

fact,” such as the claims of science and common sense, which are highly likely or

extremely probable, at best. The indubitable truth of relations of ideas can be discerned

by analyzing the conceptual interrelationships among its constituent terms. By contrast,

the truth of matters of fact can only be established by means of concrete experience and

involves nondemonstrative arguments which outcome can never be rendered absolutely

certain. Roughly speaking, the claim that the sun will rise tomorrow, based on our

inductive generalization from past experiences, is not better than the claim that it will not

rise; for neither of them implies contradiction.'' But we cannot demonstrate the falsehood

of the second claim as we can reasonably demonstrate the falsehood of “3 x 5 = 30”.

“The contrary of every matter of fact is still possible, because it can never imply a contradiction.” Hume,
David. An Enquiry Concerning Human Understanding. Indianapolis: Hackett Publishing Company, 1993.

Section IV, part 1. (p. 15)
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Matters of fact deal with the external world but can only be rationally established as more

or less probable, whereas relations of ideas can be rationally established as certain, but

only deal with concepts of the mind.

Inductive inferences from experience do, indeed, presuppose that the future will

resemble the past in key relevant aspects. However, Hume’s objections show the

theoretical possibility “that the course of nature may change, and that the past may be no

rule for the future,” which would render prior experience inferentially useless.^ Although

knowledge claims based on what we have experienced in the past are usually acceptable,

the problem arises when we try to justify conclusions about the present or the future,

inferred from the findings of past experience. No matter how certain those findings may

be, we are not in the position ofjustifying the move from past experience to future results

in order to substantiate a claim of knowledge of the kind: “the occurrence of phenomenon

X has always been followed by the occurrence of phenomenons^.” Something similar can

be said concerning predictions involving future experience.^

Despite the difficulties ofjustification, however, the common mind resorts

frequently to arguments that take for granted the relation between past and future. Since

these inferences are not completely arbitrary, one may suspect that they are determined

by some principle. Hume identified it in this way: “This principle is CUSTOM or

^ On the other hand, on Hume’s view any argument that appeals to experience in order to ground our

confidence in the similarities between past and future -an aspect essential to inductive inferences- is

somewhat circular. He writes on the same page of his skeptical remark about this relationship: “it is

impossible, therefore, that any arguments from experience can prove this resemblance of the past to the

future; since all these arguments are founded on the supposition of that resemblance.” Enquiry, section V,

part II (p. 24).

® The basic problem is that there are only two ways ofjustifying inferences from past to future experience.

Either one does it by appealing to a-priori principles or by appealing to contingent ones. In any case the

justification would be circular. Since this problem should be familiar to the reader, I assume this brief

explanation will suffice to make sense of the forthcoming discussion.
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HABIT. For wherever the repetition of any particular act or operation produces a

propensity to renew the same act or operation, without being impelled by any reasoning

or process of the understanding; we always say, that this propensity is the effect of

Custom.'''^ It is this principle that impels us to make inferences from “a thousand

instances” when we do not dare to do it from a single instance, and that leads us to expect

the appearance of an object {i.e., heat after flame) from the appearance of another that has

been constantly united with it in the past.

On Hume’s view, our mind uses three principles to establish a connection among

the different thoughts that are presented before the memory and the imagination:

resemblance, contiguity, and cause-effect. The first two of these are intuited through

sensation or reflection; the third one is more complex. Hume offers two (very similar)

definitions of the term “cause”. According to the first, any pair of objects such that one is

followed by another where all the objects similar to the first are followed by objects

similar to the second, instantiate the cause-effect relation. He states the second definition

appealing to the appearance of one object that always conveys the thought of another.^

Hume’s analysis of causation, whose connection with the problem of induction arises

from his view that all reasoning concerning matters of fact is founded in the relationship

between cause and effect,^ goes far beyond the notions of spatial contiguity, temporal

’ Enquiry, section V, part I. (p. 28)

* Cf. Enquiry, section VII, part II. (p. 51)

®
“All reasonings concerning matter of fact seem to be founded on the relation of Cause and Effect. By

means of that relation alone we can go beyond the evidence of our memory and senses.” {Enquiry, section

IV, part I, p. 16) Moreover, our reasoning about factual questions supposes a connection between a past

fact and another that is inferred from it. The cause-effect relation enables us to draw inferences that go

beyond memory traces and sense impressions and becomes the foundation of science as well as of our

knowledge about the existence of objects.
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succession, and joint occurrence. He notes that we have no more than probable

knowledge of the relationship between causes and effects. He suggests that, on the same

count, reasonings regarding matters of fact, being founded on a species of analogy that

must be inductive and probabilistic, never yield absolutely certain conclusions.

Hume also considered the belief in the cause-effect relationship as a natural

outcome of a species of natural instinct that no reasoning can avoid; a habit of causal

expectation so universally extended that without it men could hardly have survived. This

kind of expectation, of course, reveals our faith in the regular concurrence of two events,

constantly reinforced by the high frequency of their occurrence. Unfortunately, it does

not justify our cause-effect inferences. In fact, we cannot appeal to the high probability of

an occurrence, since this feature is itself based on induction, and cannot be invoked as a

reason to believe in causation.'^

To sum up, Hume has shown that a skeptical conclusion is inevitable. On the one

hand we cannot escape from the burden of causal expectation and on the other we cannot

see that such a habit provides any reason whatsoever to justify the belief in causal

connection. If Hume is right about the origin of the idea of necessity, and we accept his

remark according to which “all probable reasoning is nothing but a species of

sensation,”' ' it looks like we are committed to a totally skeptical answer to the general

problem ofjustifying induction. Let me emphasize that Hume did not deny that there are

regularities in the world; he simply showed that there were no logical links between

different events occurring at different times. He also questioned the attribution of causal

Enquiry, sections V and VII, passim.

" Treatise, Book 1, part 3, section VIIl, p. 103.
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relationships to successive events, since the fact that x happens before y does not

necessarily means that x causes y. Hume’s skeptical conclusions do, in fact, challenge

every kind of nondemonstrative argument, whether or not grounded in causal imputation.

Since any attempt at justifying logically the inference from particulars to universals is

deemed to fail, we are left in a bad position to give a good account about our knowledge

of general facts.

2.2 Popper’s Solution

As I have just illustrated, under the classical treatment of induction one finds a

handful of distinct, although related philosophical problems. It will be useful to recast

briefly some of the variants which can convey an alternative formulation of the Problem

of Induction. The three most important are:

(a) Why, if at all, is it reasonable to accept the conclusions of certain inductive arguments

as true -or at least as probably true? Why, if at all, is it reasonable to employ certain rules

of inductive inference?

(b) Given various inductive eonclusions, why is one preferable to another as more

reliable or more deserving of rational trust?

(c) What feature renders some inductive arguments rationally acceptable? What are the

eriteria for deciding that one rule of inductive inference is superior to another?

We can abbreviate the foregoing by labeling each group of problems in the

following way: (a) the problem ofjustification; (b) the problem of choice and (c) the

Hume suggested that his skeptical conclusions did not affect ordinary life, nor did facts of ordinary life

refute his conclusions. He pointed out: “my practice, you say, refutes my doubts. But you mistake the

purport ofmy question. As an agent, 1 am quite satisfied in the point; but as a philosopher, who has some

share of curiosity, I will not say scepticism, I want to learn the foundation of this inference. No reading, no

enquiry has yet been able to remove my difficulty, or give me satisfaction in a matter of such importance.”

Enquiry, section IV, part 11. (p. 24)
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problem of acceptability. That these problems are closely related can be seen clearly if

we consider that a comprehensive general defense of inductive procedures involves

specification, among other things, of legitimate forms of inductive argument, and

selection between alternative inductive methods capable of determining the feature (if

there is one) that distinguishes good from bad inductive arguments. Popper is concerned

mainly with (a) and thinks that the question: “are inductive inferences justified?”

encapsulates the important epistemological aspects of the Problem of Induction.

It should be clear from the foregoing that there is not a single problem of

induction -there is nothing like “the” problem of induction- but many problems grouped

under this heading. Though Popper offers an approach to all of them, there is no single

approach and, presumably, no single solution. In what follows the reader can see that

what Popper does, in effect, is to give an account of science which can coexist with a

position that denies there can be evidential support or justification for law-like claims,

that also denies there can be projection of properties, and finally that denies we can judge

scientific theories by their “track record” or by appeal to empirical evidence directly -as

in direct acquaintance or sense data accounts.

In LScD Popper entertained the following alternative questions that characterize

the problem of induction: (i) are inductive inferences justified?; (ii) under what

conditions are inductive inferences justified?; (iii) how can we establish the truth of

universal statements which are based on experience? Popper agrees, in general, with the

core of Hume’s objections, but he dislikes Hume’s psychologistic explanation of

induction and causality. What Popper finds right in Hume’s account pertains to

noncontroversial matters. For example, let us consider a purported principle of induction;
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that is, “a statement with the help of which we could put inductive inferences into a

logically acceptable form.”'^ Such a principle, Popper says, cannot be analytic (if it were

so, inductive inferences would be just logical transformations exactly like their deductive

counterparts); hence, it must be synthetic. But a principle like this requires a justification

of its own, and putting aside the unlikely scenario in which one accepts an a priori

justification (an avenue difficult to reconcile with the basic premises of empiricism) the

justifying principle would have to be inductively justified at its turn. Soon, we would be

trapped in a regress:

For the principle of induction must be a universal statement in its turn.

Thus, ifwe try to regard its truth as known from experience, then the very

same problems which occasioned its introduction will arise over and over

again. To justify it, we should have to employ inductive inferences; and to

justify these we should have to assume an inductive principle of a higher

order; and so on.'"*

Popper concludes that the various difficulties of inductive logic are

insurmountable and cannot be alleviated by claiming that inductive inferences “cao attain

some degree of ‘reliability’ or of ‘probability’,
”
since taking the principle of induction as

probable rather than true generates similar problems. As mentioned above, the

examination of the problem of induction in terms of logical justification reveals two

undesirable outcomes: the impossibility ofjustifying law-like statements which transcend

experience (something we would need to do, ifwe accept induction); and the untenability

of a verificationist principle of empiricism, according to which only experience enables

us to establish the truth of universal statements. Popper’s solution of the problem of

induction goes in two steps: the first consists in eliminating psychologism by

LScD\ 28, Cf. also CR\ 21-25.

14
LScD: 29.
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withdrawing attention from the process “of inventing or conceiving a theory,” because it

is not amenable to logical analysis; the second consists in formulating an alternative

method to test empirical theories. Let us see briefly how the first strategy can be

implemented.

According to Popper, good epistemology should analyze the logical justification

of statements and theories, instead of concerning itself with the facts that surround

instances of discovery. This contrast is customarily discussed in terms of the difference

between the context of discovery and the context ofjustification. The former supplies the

details in the process of generating a new theory and sometimes is used to explain novel

breakthroughs in many fields (literary creations, musical or scientific achievements)

recurring to the psychological phenomena that precede them. History of science has

plenty of anecdotes (some of them fantastic) that tell us how a particular thinker came to

conceive a hypothesis or an ingenuous solution to a problem. But, however inspiring or

colorful these anecdotes may be, they are extraneous to Popper’s theory of science. In

this theory, one has to concentrate solely in the context ofjustification, and try to

disentangle the logical relations among the diverse components of a theory. Furthermore,

when tackling this objective, one does not carry out a “rational reconstruction” of the

steps taken by the scientist to get a discovery or advance a new truth, because the

processes related to the forming of “inspirations” belong to empirical psychology rather

than to the logic of knowledge. By contrast, one can carry out a reconstruction of the tests

that prove that an idea yields knowledge or an inspiration constitutes a discovery. In this

sense. Popper argues, there is neither a logical method to obtain new ideas, nor is it

possible to reconstruct such a process with the help of the logic of scientific discovery.
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and the psychological process of invention is not very important. In fact, there is an

irrational element in all discoveries (“a creative intuition”) and its analysis and

characterization are beyond the object and scope that Popper sets for his epistemology.

Popper’s remarks about the leading role of the context ofjustification -the

Kantian quidjuris- for epistemology prepare the road for the suppression of induction

and its replacement by the deductive way of testing, which constitutes the second step

mentioned above. The new method of theory-testing is applied in four distinct, and yet

complementary ways. In the first one, the conclusions of the theory, hypothesis or

anticipation that one intends to test are deduced, and the conclusions are compared

among themselves, with the aim of determining the internal coherence of the system. In

the second way, one determines the logicalform of the theory to decide whether or not its

study is the business of empirical science, since many theories {e.g, tautological ones)

are not the object of the Logic ofDiscovery. In the third way, the theory to be tested is

compared with other theories to determine if it constitutes a scientific advancement once

it has withstood successfully attempts to refute it. In the last way, we need to be

concerned with checking the empirical applicability of the conclusions derived from the

theory in order to find out if the new consequences of the theory stand up to the demands

of practice. As in the three previous ways, one only needs to appeal to a deductive

procedure of testing. This way of testing can be sketched as follows;

With the help of other statements, previously accepted, certain singular

statements -which we may call ‘predictions’- are deduced from the

theory; especially predictions that are easily testable or applicable. From
among these statements, those are selected which are not derivable from

the current theory, and more especially those which the current theory

contradicts. Next we seek a decision as regards these (and other) derived

statements by comparing them with the results of practical applications

and experiments. If this decision is positive, that is, if the singular
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conclusions turn out to be acceptable, or verified, then the theory has, for

the time being, passed its test: we have found no reason to discard it. But
if the decision is negative, or in other words, if the conclusions have been

falsified, then their falsification also falsifies the theory from which they

were logically deduced.'^

We have here a new image of empirical science: a view that does not appeal to

inductive principles to establish the desired connection between theories and experience.

Having rejected induction, turning to deduction seems the natural move. Popper claims

that the use of deductive methods of testing in addition to some regulative principles

{e.g., falsifiability and corroboration) suffice to explain the dynamics of empirical

science, provide a demarcation criterion (something that the inductivists failed to do) and

give an answer to the fundamental question of epistemology; namely, how does the

process of the growth of knowledge take place? According to Popper, to give an

exhaustive treatment of these questions, eliminating at the same time the difficulties

posited by an inductivist logic, we only need the deductivist machinery just outlined. Let

us turn now to his characterization of the logical problem of induction in Conjectures and

Refutations.

In other words, the logical problem of induction arises from {a) Hume’s
discovery that it is impossible to justify a law by observation or

experiment, since it ‘transcends experience’; {b) the fact that science

proposes and uses laws ‘everywhere and all the time’. (. . .). To this we
have to add (c) the principle ofempiricism which asserts that in science,

only observation and experiment may decide upon the acceptance or

rejection of scientific statements, including laws and theories.'^

Popper thinks that Hume was right when claiming that there exists no relation of a

logical character between observational evidence and theories or hypotheses on which

LScD: 33.

CR: 54 (parentheses suppressed)
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their truth could be established or even made likely. This leads to the extreme form of

skepticism we are familiar with. However, Popper has a recipe to avoid this skepticism:

we only need to appreciate the significance of the fact that observational evidence may

falsify a law-like statement that asserts the existence of regularities. Given that our aim in

science (as in many of our daily activities) is truth, we should prefer a theory that has not

been falsified and thus which, for all we know, may be true, over one that has been

falsified by observation. On these lines, scientific practice consists largely of vigorous

and continuous attempts to falsify the theories that have been proposed to solve the

different problems in which the scientist is interested. Theories that, at any given

moment, have so far survived such attempts are the ones that we should accept (on a

tentative basis and for further experimental testing) and provide us with the best solutions

to these problems. Yet, the status of all our scientific knowledge is that of a conjecture, a

tentative solution to a problem that is accepted while it stands up to the tests. This new

visit to the problem of induction is enriched by Popper’s emphasis in the conjectural

character of all our scientific knowledge.’’ This was not, however, his last word on

induction. He came back to this problem in his influential Objective Knowledge.

In this book, Popper contends that what makes it possible to find a solution to the

traditional problem of induction (e.g., what is the justification for the belief that the future

will be like the past? or what is the justification for inductive inferences?) was his

reformulation of it. Moreover, Popper distinguishes between a logical and a

psychological formulation of the problem of induction in Hume’s writings. This

distinction is important, since Popper now presents his solution as a dismissal of Hume’s

psychological formulation and as an argument for a different answer to the question of

17
In section 5.8.1 of Chapter 5, 1 will discuss Popper’s usage of the expression “scientific knowledge”.
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the truth of universal theories (which he takes as part of the logical formulation). The two

problems in Hume’s original work can be put as follow: (a) the logical problem of

induction, namely the question of whether we are justified in inferring conclusions about

things of which we have no experience based on instances of which we have experience;

and (b) the psychological problem of induction, namely that of explaining why

reasonable people expect and believe that “instances of which they have no experience

will conform to those of which they have experience.”'* Popper agrees with Hume’s

negative answer to the logical problem of induction but disagrees with the conclusions

Hume reached about knowledge and argument, and with the way he developed the

consequences of his psychological formulation of the problem. In particular. Popper is

dissatisfied with the thoroughgoing irrationalism of Hume’s psychological explanation of

induction. Furthermore, Popper thinks that he can overcome most of Hume’s difficulties

by avoiding any talk in subjective terms (beliefs, impressions and justifications of beliefs)

and referring instead to statements, explanatory theories, observation statements and

asking whether the claim that a theory is true can be justified. The logical problem of

induction (that Popper labels L), restated in an objective or logical mode of speech, looks

quite different now:

{L) Can the claim that an explanatory universal theory is true be justified

by ‘empirical reasons’; that is, by assuming the truth of certain test

statements or observation statements (which, it may be said, are “based on
experience”)?'^

Popper’s answer is the same as Hume’s: No. We cannot justify the claim that an

explanatory universal theory is true based on the truth of a set of test statements, no

OK: A

” Ibid, p.7
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matter how big its cardinality may be. As we can see, there is no major difference

between Popper and Hume on this score, other than Popper’s insistence in the disastrous

consequences for empirical science if Hume’s challenge remained unanswered: there is

no way out of irrationalism insofar as Hume’s arguments prevail. Fortunately, Popper

thinks, his objective formulation of Z, enables us to bypass irrationalism by simply taking

into account that the assumption of the truth of test statements sometimes allows us to

justify the claim that an explanatory universal theory is false. To put the matter in other

words, since universal statements are falsifiable whereas particular statements are

verifiable, we can exploit this asymmetry to explain how universal theories are decidable

with the help of particular (verifiable) statements. The result is that scientific theories

cannot be established as true but can be refuted and if they are so, they may foster the

progress of knowledge by telling us where to look for promising lines of further work. In

this process the required appeal to experience secures the link between theories and states

of affairs, and the hopeless problem of deciding the truth of universal statements can be

fruitfully replaced by the problem of selecting between competing theories and choosing

the theory whose falsity has not yet been established. On the other hand. Popper

introduces a new element that was absent in the old days ofLScD, namely the notion of

verisimilitude. This notion furnishes him a practical way to block the negative result of

Humean skepticism. One no longer has to worry about demonstrating that universal

theories are true. Under the principles of Popperian epistemology it suffices to show that

they may be truthlike, that is, that they may get closer to the truth.^*^

Compared to the very condensed arguments against the possibility of inductive

logic which are advanced in LScD, Popper’s careful distinction between the logical and

20
The idea that theories are truthlike instead of true is problematic. I will discuss the issue in Chapter 5.
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the psychological formulations of the problem of induction in OK is more illuminating.

Furthermore, he explains clearly what he takes himself to have done to solve the problem

of induction, and what that solution amounts to. Both points can be summarized by

means of the consequences of Popper’s positive proposal {i.e., use deduction to show that

some explanatory universal theories are false) which can be further clarified if we place

the circumvented or solved difficulties under four headings: (i) the distinction between

rational and irrational statements: Popper’s deductive theory of testing allows us to

distinguish between some of the ravings of the lunatic —insofar as they are refuted by test

statements- and the theories of science, which are best fitted to pass demanding tests; (ii)

the acceptance of the principle ofempiricism: we can decide about the truth or falsity of

factual statements merely by resorting to experience, although only judgments of falsity

are conclusive; (iii) the agreement with the methodology of empirical science: deductive

testing of theories is perfectly compatible with science; (iv) the identification and further

dismissal of the psychological component of the problem of induction: according to

Popper’s view, Hume’s answer was vwong. A correct formulation of the traditional

problem of induction exhibits the weaknesses of its psychological formulation and shows

that psychology should be a part of biology instead of a part of epistemology.^'

An even more extended treatment of the problem of induction appears in Realism

and the Aim ofScience, the Postscript to LScD. The whole Chapter I of the book is

devoted to a lengthy and detailed examination (which runs for about 150 pages) of the

problem of induction and related topics. I am not going to report on the minutiae of

Popper’s discussion of these topics. I shall limit myself to survey briefly the main

21
Cf. OK: 12
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arguments advanced there. Popper distinguishes four phases of the discussion of the

problem of induction, the first three of a logical or epistemological or methodological

character, the last one of a metaphysical character. The first phase is a slight variant of a

formulation presented earlier. It is called Russell’s challenge and can be phrased in the

following terms: what is the difference between the lunatic and the scientist?^^ According

to Popper, this phase is closely related to the ‘problem of demarcation’, or to the problem

of finding an adequate criterion to distinguish scientific (empirical) theories from other

kinds of theories, although it can also give a characterization of what a ‘good’ theory

consists of by contrast with a ‘bad’ theory. The second phase addresses the so called

‘problem ofrational belief;
’

which is the problem of finding a way to justify (rationally)

our belief in theories that have been tested by observations and have escaped falsification

so far. On Popper’s own words, this phase is “less fundamental and interesting” than the

previous one and it arises from an excessive -perhaps unwarranted- interest in the

philosophy of belief. The third phase relates to the question of whether we may draw

inferences about the future or whether the future will be like the past; something Popper

calls ‘Hume ’s problem oftomorrow Being no more than a ‘philosophical muddle’, it is

even less fundamental than the second phase. The last phase concerns the metaphysical

problem of ‘tomorrow’, or ‘thefourth or metaphysical phase ofthe problem of

induction It is different from the previous phase because it is usually formulated by

means of existential statements that refer to the existence of laws of nature or the truth

value of universal statements regarding invariant regularities.

Popper maintains that the central problem of the ‘philosophy of knowledge’ is

that of adjudicating between competing theories. This, which is an urgent practical

22 “How can we adjudicate or evaluate the far-reaching claims of competing theories or beliefs?” RAS: 19.
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problem of method, leads to the question ofjustifying our theories or beliefs, that, in its

turn, requires a characterization of what a ‘justification’ should consist of, as well as a

decision concerning the possibility of offering a rational justification of theories or

beliefs. If providing a rational justification means offering positive reasons (e.g., appeal

to observation), Popper denies that there is such a possibility, since he is not a

justificationist. On Popper’s view, his theory of science yields a satisfactory solution to

the first problem, and he thinks that the assumptions which lead from the first problem to

the second are incorrect because “we cannot give any positive reasons for holding our

theories to be true.” Accordingly, since the belief that we can give reasons to justify an

attribution of truth to a theory is neither rational nor true, we can reject the second

problem -the justification of theories- as irrelevant.

Some readers have contended that this refusal to give positive reasons for holding

a theory true commits Popper to skepticism about science and to a thoroughgoing

irrationalism, but the charges are unwarranted. For Popper, although there may be shared

views between the skeptic about science and himself (they both deny that it is possible to

produce positive reasons for holding a theory true), there is a big difference which cannot

be overlooked. Unlike the irrationalist, he gives an affirmative solution to the problem of

deciding when and why one theory is preferable to another, where by ‘preferable’ he

means being a closer approximation to the truth. Popper holds that we can have reasons

to think or conjecture, for a particular theory, that this is the case. And this is precisely his

solution to the first phase of the problem of induction. One that replaces the old

A few pages later Popper writes; “What 1 have said here provides a complete solution to Hume’s logical

problem of induction. The key to this solution is the recognition that our theories, even the most important

ones, and even those which are actually true, always remains guesses or conjectures. If they are true in fact,

we cannot know this fact; neither from experiment, nor from any other source.” RAS\ 33
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challenge posited by the problem ofjustification by a totally different problem, namely

that of explaining or giving critical reasons to support our preference of a theory to one or

various competitors, or . the problem of critically discussing hypothesis in order to

find out which of them is -comparatively- the one to be preferred.”^'*

I shall defer my analysis of the notion of ‘being closer to the truth’ for Chapter 5

below. For the time being, let me just point out that Popper makes a great deal of this

notion for his theory of science. It is particularly telling that he discusses it in the light of

what he calls ‘rational criticism’, an attitude that should prevail in good philosophy and

epistemology, and that replaces the problem ofjustification by the problem of criticism.

The point is that any decision regarding the epistemological status of a theory, and

especially its acceptance or selection over its genuine competitors, has to be supported by

critical examination of its ability to solve the problems it is designed to solve, and the

way it stands up to the tests. Most importantly, when critically examining a theory we do

not attempt to produce valid reasons to prove that the theory is true (which was the first

phase of the problem of induction), but we attempt to produce valid reasons against its

being true (we attempt to overthrow the theory), or, in some cases {e.g., when we have

not been able to overthrow the theory), against the truth of its competitors. In all these

cases truth, which plays the role of a regulative idea, is one of the standards of criticism.

Another important feature of rational criticism is that, unlike justificationism, it

makes no claim whatsoever pertaining the final character of reasons to establish the

falsity or truthlikeness of a theory under examination. For Popper, rational criticism is the

means by which we “learn, grow in knowledge, and transcend ourselves,” that is, is the

most productive tool of his theory of science, but it does not furnish final, let alone.

24
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demonstrable reasons. On the contrary, according to Popper’s epistemology there are no

ultimate reasons; all reasons are themselves open to criticism, all reasons are conjectural,

hence they can be examined infinitely and this alone distinguishes them from any kind of

justification. By contrast, those who defend the existence ofjustificatory statements find

themselves, sooner or later, committed to ultimate reasons, that is reasons which caimot

be justified themselves (unless they accept the idea of an infinite regress).

Adoption or rejection of theories is governed by the results of critical reasoning in

combination with the results of observation and experiment as is demanded by the

principle of empiricism. In the course of searching for increasingly better theories we

start by advancing tentative conjectures, in the hope that, after testing, they might turn out

to be true. To assure that we select only the best theories available, we devise

increasingly severe tests which help us to decide on the fitness of those theories that

survive testing. On the other hand. Popper has also an answer for those who think that

induction is required to account for our ability to learn form experience and even to

obtain ‘experience’. In fact, they seem to think with Hume, that exposure to the repetition

of events affords inductive reasons that persuade people of the existence of regularities in

the world, and that inductive inference is the only way to learn from experience. Popper

denies neither the existence of regularities in nature, nor is he opposed to the view that

one can learn from experience, he just thinks we do not discover the regularities by any

type of inductive procedures but by “.
. . the essentially different method of trial and error,

of conjecture and refutation, or of learning from our mistakes; a method which makes the

discovery of regularities much more interesting than Hume thought.”^^

RAS: 35



33

And it is precisely this method (trial and error) what generates ‘experience’. One

does not learn from inductive inferences, one does it from one’s errors, by critically

examining observations and the results of experiments, thus learning where one has been

mistaken. So the role of observation in the acquisition of learning is not that of exhibiting

regularities by repetition but that of falsifying claims, making clear by this way that we

can draw inferences from observation to theory, inferences which establish that a

particular theory or a hypothesis is false while another may be corroborated by

observation.^^

In regard to the second phase of the problem of induction, that of showing the

reasonableness of our belief in the results of science. Popper contends that it is less

fundamental than the first phase, since the theoretician who is interested in the appraisal

of theories can do his job without entertaining any belief about them, for he only needs to

consider a good theory as one which is important for further progress. On the other hand.

Popper takes the philosophy of belief as mistaken in light of his notion of objective

knowledge. The real problems of epistemology, he contends, are not those of explaining

subjective beliefs, but those related to the objective contents of the beliefs. If we take the

epistemological import of this distinction at face value, then we have to concede that the

study of scientific theories has no bearing on the study of beliefs. Moreover, since a

theory may be true although nobody believes in it, and conversely a theory which

everybody believes in can be false, we rather avoid any talking in terms of beliefs.

More clearly expressed: “Hume’s argument does not establish that we may not draw any inferencefrom
observation to theory: it merely establishes that that we may not draw verifying inferences from

observations to theories, leaving open the possibility that we may drawfalsifying inferences ...” RAS\ 54
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As suggested before, the different phases of the problem of induction are

presented in decreasing order of importance. Popper considers the ‘problem of tomorrow’

(the third phase) as less fundamental and less urgent than the previous two. This problem

can be formulated as: ‘how do you know that the future will be like the past?’ or to put

the question in the language of science: ‘how do you know that the laws of nature will

continue to hold tomorrow?’ Popper’s answer to both questions is direct and clear: ‘we

do not know’. That is, we do not know whether the future will be like the past, and in fact

we expect that the future (in some important respects) will be different than the past. We

do not know whether what we consider to be laws of nature will continue to hold

tomorrow, and we should be prepared for a future possible state of affairs in which some

of these laws cease to hold, and under this circumstance we should be ready to explain

the situation both before and after such a drastic change.

Popper recognizes that there are many different problems embedded in the

foregoing questions. For example, one might mean by the first question that people

usually act as if many trends of the past are repeated in the future, and by the second

question that if something is a law of nature then it could not possibly cease to hold,

because laws of nature are supposed to be completely independent from time points and

space coordinates. Further, there is sharp distinction between the practical side and the

theoretical side from which these questions could be asked. Popper acknowledges the

difference between practical needs and theoretical reasons, and is ready to consider the

appropriate answer. For example, he concedes that for practical reasons one may believe

(and expect) that the laws of nature will continue to hold tomorrow, but that for

theoretical purposes one should be skeptical. In fact, from the latter point of view, a
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law-like statement has to be treated as a provisional conjecture. If after many attempts we

fail to refute it and it has useful everyday applications, there is nothing wrong with taking

advantage of its high degree of corroboration and acting as though it was a law of nature.

But one should be prepared to deal with a state of affairs that is incompatible with that

type of statement. This can be put in very simple words; one may confidently bet (a

practical action) that the sun will rise tomorrow, but should refrain from betting that a

certain set of laws -say Newton’s laws- will continue to hold in the future, irrespective of

any possible criticism.

This recommendation may seem odd. To better grasp its import, the believer in

the immutability of law statements must realize that in any dispute about the invariant

character of laws of nature there are two issues at stake. The first concerns the customary

usage of the expression Taw of nature’. It has been accepted that genuine laws of nature

(i.e., statements that express invariant phenomena) cannot cease to operate (being liable

to change) and still be called properly Taws’. Popper does not have any qualms regarding

this view. The second issue is different. It has to do with the status of scientific

hypotheses and principles. What we call a Taw of nature’ is just a statement that refers to

some kind of phenomena which remains invariant through a series of changes. If what the

statement refers to changes, failing to meet this requirement, we have to accept that this

overthrows the purported law. We have to declare that the statement in question was

false and, hence, that we were wrong. Such a result would be problematic for anybody

who considers that linguistic entities like law statements are true; but it poses no problem

for anyone who considers statements of this kind as tentative conjectures, since they may

be refuted by experience, to nobody’s surprise.
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There are some guidelines to illuminate our actions when practical reasons come

into play, even under the scenario of troubling theoretical doubts. The practical man can

base his actions on the best theory available, and that is the theory which has been well

tested and is best corroborated. This does not mean, however, that by choosing a

well-tested theory one makes any assumption regarding the future performance of such a

theory; in particular, it does not mean that one assumes that, since the theory has done

well in the past (with regard to severe tests) it will do equally well in the future,

commending inductive inferences about its future survival. It only means that if the

theory is well tested and it is the best corroborated so far, then it gives us the best

available information among all its competitor theories which are less well corroborated.

As already mentioned. Popper considers that the fourth phase of the problem of

induction (which is an aspect of the problem of tomorrow) is metaphysical. He

formulates it as follows:

There are true natural laws. This we know, and we know it from
experience. Hume says we do not; yet, in spite of what he says, we do: our

belief that there are true natural laws is undoubtedly biased, in some way
or other, on observed regularities: on the change of day and night, the

change of the seasons, and on similar experiences. Thus Hume must be

wrong. Can you show why he is wrong? If not, you have not solved your

problem.^^

Popper shows that this phase is metaphysical in two ways. First, constructing the

claim that there are laws of nature by means of the three following singular existential

statements: (i) there is at least one true universal statement that describes invariable

regularities of nature; (ii) some possible universal statement describing invariable

regularities of nature (whether yet expressed or not) is true; (iii) there exist regularities in

27
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nature (whether ever expressed, or expressible, or not)?* Notice that none of these

statements (being existential) accurately conveys Hume’s challenge, which was directed

against the derivability of a universal law from afinite number of observations.

Moreover, notice also that the statement ‘there are true natural laws’ does not point to any

specific natural law, but merely asserts that there is at least one that is true, an assertion

that Popper does not find very controversial although he doubts that anybody is in the

position of indicating a current formulation that satisfies the requirements for something

to be a law of nature along the lines of (i), and, mainly, that it is possible to single it out

under the proviso for absolute truth. On the other hand, although the issues connected

with (i)-(iii) are quite different, the statements can be treated in the same way, since they

have the same logical form (they are existential). On Popper’s theory, this amounts to

considering them as nonfalsifiable metaphysical statements because they in general are

not testable (they are neither verifiable nor falsifiable).

Second, neither (i) nor (ii) make any reference whatsoever to physics. They both

make an assertion about the status of some of the statements that comprise a theory about

the natural world, and in this sense they are metalinguistic assertions, though one may

accept that they can be interpreted also as advancing a conjecture about the world: “To

assert that there exists a true law of nature may be interpreted to mean that the world is

not completely chaotic but has certain structural regularities ‘built-in’, as it were.”^^

However, asserting that there are structural regularities in nature is nothing else than

making a metaphysical assertion; one that has little bearing on Hume’s argument.

Cf. RAS-. p. 72

RAS-. p. 74
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On the other hand, one might confront those who prefer the formulation of the

problem of induction in terms of the past-future framework, pointing out that they

implicitly take as true a theory of time according to which different moments of time are

indeed homogeneous and flow in complete independency of what happens in time,

(including any possible change in the laws of nature!) just as Newton thought. It is by no

means clear that one can make sense of the idea of a future time coming when there will

be regularities different from those acting until now, but even if this is possible, the

challengers have to suppose, at least, that the laws of their theory of absolute time will

not change and are exempt of Hume’s criticism.

As the reader can see. Popper gives his best shot on the problem of induction in

the passages I have just commented on. Those who are looking for radically new

arguments, however, will be disappointed, since he keeps insisting that one should be

able to see the solution to this problem by recognizing that scientific knowledge consists

of guesses or conjectures, what allows us to search for truth without assuming a principle

of induction, or putting any limits to empiricism. It is not surprising that Popper’s

solution to the problem of induction does not satisfy many readers, and particularly those

who expect a solution in terms of a justificatory principle without the drawbacks of a

supposedly discredited principle of induction.^*^ He has not found a principle of induction

that permits us to derive universal laws from singular statements nor has he encouraged

the idea that it is possible to find a way of establishing the absolute truth of universal

“It seems to me that all the objections to my theory which 1 know of approach it with the question of
whether my theory has solved the traditional problem of induction -that is, whether 1 have justified

inductive inference.

Of course 1 have not. From this my critics deduce that 1 have failed to solve Hume’s problem of induction.”

OK\ 28.
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theories. He has given an alternative answer to one of the problems encompassed in the

general formulation, and has shown that, if we accept his solution, we would be able to

dissolve the challenges of irrationalism, and do without induction.

2.3 Criticisms of Popper’s Solution

Criticisms of Popper’s solution to the problem of induction range from the plain

denial that a solution has been achieved^ ' to qualms about the possibility of obtaining

scientific knowledge without induction nor probability. The reader must bear in mind

that Popper embraces the following claims: there is a difference between science and

pseudo-science given that there is a method of rationality of science, there can be no

epistemic justification for scientific claims at all, yet there are scientific truths. Since

there is no broadly accepted account of epistemic justification available in philosophy, let

alone justification with respect to the sciences. Popper’s position seems to be correct.

Moreover, he retains the rationality of science and makes the search for truth the aim of

science (something with which many agree), but there is a certain cost to be paid and that

is what his critics have not fully appreciated. In this section I shall discuss Howson’s

rebuttal of the Popperian solution and deal with a small sample of criticisms advanced by

some authors whom I consider to be representative of the general views in the literature

and at the same time have objections clearly articulated. After doing this, I shall try to

respond to what I take to be the main critical points raised in this debate.

Howson, to whom I referred briefly at the beginning of this chapter, maintains

that Popper’s solution to the problem of induction is no solution at all. Howson

Among the many that raise this criticism it is worth mentioning Maxwell, who thinks that insofar as

Popper’s attempted disposal of induction is based on the falsifiability requirement, it seems to fail

(Maxwell, 1974) and Levison, who argues that Popper did not succeed in solving Hume’s problem
(Levison, 1974).
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summarizes Popper’s viewpoint with the help of the notion of epistemological neutrality;

that is, the idea that, prior to any empirical investigation, one should assign zero

probability to any universal hypothesis which is not equivalent to a singular statement

(interpreted in a universe of infinite size), if one wishes to avoid any bias in favor of a

particular type of universe. The problem is that Popperians get trapped in the following

inconsistency: (i) all universal hypotheses have zero inductive probability (inductive

probability is defined as the probability of a hypothesis being true given any (finite)

number of confirming evidential statements) and (ii) when confronted by a refuted and a

not-yet-refuted (call it unrefiited) hypothesis, one has reasons to prefer the latter.

Howson’s argument runs like this: suppose there are two alternative hypotheses h\ and h2,

where hi is refuted and h2 is not yet. Since p(hi = t) = p(/z2 = t) = 0
,
then p{hi = f) = p(h2 =

f) = 1 (where ‘t’ means true and ‘f false). Also since the two hypotheses are the only two

alternatives (considered), 1 = p(Aiand /72 = f) = p(/zi = f)
.
p(/z2 = f), namely they are

independent. Even though there seems to be the difference that h\ is known to be false

whereas h2 is not, which may be regarded (a move apparently available to Popper) as a

difference enough to prefer h2\.o h\, the difference is not useful to Popper. Although h2

may still turn out to be true while h\ is known to be false, as far as preference of

hypotheses, which should be based on p(/? = t), for any h, /ziand h2 are equally likely to be

false. Popper is forced to be epistemically neutral to these two hypotheses.

There is a quick reply to this argument. When choosing between competing

hypotheses and expressing preference for the unrefuted over the refuted, one has no

commitment to the truth of the unrefuted hypothesis. Popper says only that the unrefuted

hypothesis may be true (whilst the refuted hypothesis must be false), and this alone
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suffices to make it a better alternative. Before dismissing this reply, Howson restates it in

terms of what the decision-theorists call a dominance argument. If h\ has been refuted in

a crucial experiment between it and hi, then although one cannot assert that hi is true, one

can see that it dominates over h\ (which cannot be true); hence, it is preferable. However,

Howson thinks, this does not do it. Where the matter of the preference is truth, there are

no reasons to strictly preferring hi over h\. Moreover, he considers that in the present

example Popper is inferring the reasonableness of a preference for hi, from the

unreasonableness of a preference for h\, a fallacious move. On the contrary, the situation

is such that it is possible to remain reasonably indifferent between the competing

hypotheses:

Suppose the alternatives to h\ were uncountably infinite in number, each

having, with h\, probability zero. The situation we contemplate is now
isomorphic to an uncountable fair lottery, in which we are given the

choice of two tickets, one of which we know from an oracle is not the

winning ticket, and about the status of the other we know nothing at all.

The expected value of both tickets is the same, i.e., 0, and consequently in

such a situation we ought, I claim, to be perfectly indifferent between
them.^^

In other words, Howson argues that Popper’s requirement of epistemological

neutrality harms his own position: given that the probability of all universal hypotheses is

zero and that there are uncountable alternatives to every scientific hypothesis, the

epistemologist who is asked to choose from a set (whether finite or infinite) of competing

hypotheses (only one of which has been falsified) has no good reasons to prefer the

unrefuted hypothesis as a suitable candidate for the truth (disregarding the qualifications

-perhaps better- of many other possible candidates). Howson considers that his model of

Howson, Colin. “Popper's Solution to the Problem of Induction.” Philosophical Quarterly, Vol. 34, No.
135 (1984), p. 144.
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the infinite lottery is adequate to appraise the rationality of choice between competing

hypotheses, because it parallels a common situation in science, one where we are

presented with two functions only one of which is in the class that has been ruled out by

the measurements, and we are asked to choose between them under the understanding

that the remainder (unknown) functions are uncountably infinite in number. Again, when

there are infinite mutually exclusive candidates for truth, a preference for the unrefuted

hypothesis over the infinite number of competitors cannot reflect a preference for truth

over falsity, and even a Popperian should be able to see this if he takes into account that

all those alternatives have equal probability; namely zero. The upshot of Howson’s

argument is that Popper’s anti-inductivism commits him to a thoroughgoing skepticism in

science. His positive conclusion is that any reformulation of the problem of induction has

to be very weak in order to admit any constructive solution, and that Popper’s

reformulation is still too strong for such a result.

I find Howson’s arguments both mistaken and unconvincing. To begin with, he

claims that Popper remains silent in relation to what a preference for truth entails in the

way of practical actions and decisions involving the choice between competing

hypotheses. But this is not the case, since Popper has repeatedly advised us to choose the

unrefuted and best-corroborated hypothesis. I think Howson is not satisfied with this

advice, because he negleets to note that, in some contexts. Popper replaces the search for

truth by the search for verisimilitude. As we will see in Chapter 5 below, when

confronted with two competing hypotheses one does not know if the unrefuted hypothesis

is true, but one does know that it may be true, and provided it is well corroborated, one

has good reasons to believe that it is eloser to the truth than the falsified eompetitor. Now,
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Popper explicitly emphasizes that the reasons that support this belief are not justificatory

reasons and might not be, strictly speaking, rational. However, despite such possibility,

they are the best reasons available for effects of practical action, making epistemic

preference for the unrefuted hypothesis the natural result.^^

On the other hand, I do not think that Howson’s model of the infinite lottery

provides a good representation of the situation he is examining. Assuming that the lottery

is fair, all tickets have the same probability to win. Therefore, if I were a gambler

wanting to buy a ticket (a practical action) and were confronted with the situation

Howson’s example portrays, I see no reason to remain perfectly indifferent between the

two tickets. I would certainly want to buy the ticket that has not been ruled out as a

possible winner. To buy the other would be simply stupid. Now, if the point is that only

one among an infinite number of tickets is the winner and knowing that one is not does

not lead us any closer to picking the winning ticket, then he is right. But I think this point

misrepresents the meaning of Popper’s answer to the question of what criteria one should

use to select between competing hypotheses.

Although Howson claims that the subjective-objective distinction has no bearing

on his lottery model argument (granting the epistemic neutrality of his ideal observer), he

pictures a situation in which a subject is presented with two alternatives and is asked to

show his preference. It is not very difficult to show that Howson’s analogy is far from

perfect. Call the discarded ticket d and its competitor e. For Howson’s argument to work

Howson’s argument is based on an unstated assumption: that one should use probability to choose
between competing hypotheses. But probability is not the only criterion one could use to select a hypothesis

and obviously Popper is not bound to that assumption (that turns out to be false). The reader may consider,

in addition, that in Popper’s theory expressing a preference for a competing hypothesis does not involve an
assessment of probabilities; hence, it will not be jeopardized by the fact that all competing hypotheses have
the same numerical probability. Preference is always a matter of advancing conjectures about how close to
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he needs to establish a parallel between d and h\,on the one hand and e and h2, on the

other. Let us see if this parallel holds. We can represent the situation schematically like

this (I am letting the special character “ }” stand for “is asked to choose”):

G } d or e

S ( h\ or h2

According to the conditions of the example, we have two cases in which the

subject (the gambler or the scientist) has information only about the first component of

the alternation, and knows nothing about the second component. Well, perhaps this is too

strong a way to put it, let us say that the gambler and the scientist, respectively, know that

their second option is just one among an infinite number of equi-probable alternatives.

Thus, neither of them has any grounds whatsoever to make a reasonable choice.

Consequently, they should remain perfectly indifferent between both options. Let us

assume that my previous critical remark concerning the gambler who wants to buy a

ticket is misconceived, for it is insensitive to the fact that (prior to the drawing) each of

the members of the infinite ticket set has probability zero. Should we agree with

Howson’s criticism of Popper? I do not think so. There are at least two reasons that make

his example inadequate.

We can see easily that the parallel does not hold, by noticing that e and /i2 are not

comparable. Whereas the gambler does not know anything about e, except that it has not

been ruled out by the oracle (unlike d), the scientist does have a crucial piece of

information about h2, one that can provide rational grounds (though not necessarily a

justification) to support his preference for it. He knows that h2 is well corroborated, and

the truth a certain hypothesis may be. As it happens with all conjectures, it may turn out that we choose
wrongly, but this is just one of the risks of the Popperian game.
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presumably that it has survived the crucial experiment designed for both h\ and hi, and

this alone may, in my opinion, change the situation drastically. Why should the scientist

refrain from expressing his preference for hi over h\l Howson contends that this is

because hi is only one among an infinite number of mutually excluding competing

hypotheses, each of which has probability zero. Although, technically speaking, this is

correct, and has been recognized by Popper, I think it is improperly called into play in

this particular instance. Except in cases of random choice, in order to select one among a

group of competing hypotheses, one must know which are the members of the set. So

even in the case in which theoretically the number of competing hypotheses is infinite,

one cannot consider the overwhelming majority of completely unknown potential

competitors to make the choice; one chooses between the two that are presented for the

selection in the first place. Again, regardless of the infinite number of potential

competing hypotheses, scientists are hardly ever confronted with more than just a few of

them at a time, so it seems perfectly rational to prefer (if choosing only between two) the

hypothesis that has survived falsification and is well corroborated.^'' I can see why

Howson finds this view unpalatable: he stresses that when the criterion which guides

choice between competing hypotheses is truth, we have no grounds to bestow attributions

of truth upon hi, and this is a fair remark. But he also knows that in the case at hand we

are strictly concerned with possible truth or actual verisimilitude, and the latter gives us

reasons to express our preference. Furthermore, Howson was complaining about Popper’s

On Howson’s view, restricting the number of competing hypotheses to the ones actually presented before

the scientist provides a trivial solution to the difficulty, and furnishes a very limited defense against the

skeptical questioner of scientific procedures. Moreover, since this move cannot establish the superior

reasonableness of preferring an unrefuted to a refuted hypothesis, it makes the problem of rational choice
within the class of unrefuted hypotheses devoid of interest. Cf Howson (1984), p. 145.
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failure to indicate what a preference for truth entails in matters of practical action, but he

is guilty of a more serious crime. Though he structures his objection as a putative case of

practical action, he uses arguments and epistemological features {i.e., the infinite number

of competing hypothesis) that are compelling exclusively in theoretical matters. No

wonder he considers Popper’s suggestions wanting.

Before bringing this chapter to an end, let me discuss briefly five of the most

common objections against the stability of Popper’s anti-inductivist stance.^^ I shall defer

most ofmy comments on corroboration as a disguised form of induction until Chapter 4

below.

The first and most obvious objection states that in order to obtain scientific

knowledge one has to presuppose at least some regularities; in other words, that scientific

method can only be applied if scientists assume that natural processes are immutable.

This point is made, among others, by O’Hear who deems Popper’s attempt to dispense

with induction unsuccessful: “We have found that inductive reasoning, removed from one

part of the picture, crops up in another ... the underlying reason for this is that any

coherent conceptualization of experience requires the assumption of a stable order of the

world. Nowhere has Popper (or Hume) denied the existence of regularities in nature.

The best treatment of the criticisms of Popper’s views on induction is due to David Miller. I refer the

interested reader to Chapter 2 of his book: Critical Rationalism: A restatement and Defence {vide

bibliography), given by its author as a present on Popper’s 92"'* birthday. This chapter is a slight

re-elaboration of Miller’s paper “Conjectural Knowledge: Popper’s Solution of the Problem of Induction”

which appeared in Levinson’s (Ed.) volume: In pursuit oftruth: essays on the philosophy ofKarl Popper
on the occasion ofhis 80th birthday (1982, 17-49). 1 agree with most of Miller’s treatment of this

controversy, and my own views are greatly influenced by his arguments. However, 1 find some unnecessary

reiteration in the nine sorts of objections that he considers and dissolves, and I believe that one can make a

more profitable discussion of this topic using fewer categories.

O’Hear, Anthony. Karl Popper. London: Routledge and Kegan Paul, 1980, p. 57-58. I should add that

Popper agrees with the assumption of invariance, but he contends this is a metaphysical assumption,

whereas induction is an illusion.



47

nor has he suggested that they should be unknowable, nor that genuine laws can be

refuted in the sense that the regularities described by them may arbitrarily change, since it

is a part of the meaning of the expression “scientific law” that natural laws are to be

invariant with respect to space and time. But this is a methodological rule that can be

distinguished easily from a rule of inference like the rule of induction.^^ In fact, Popper

anticipated this criticism in LScD where he explained that the ‘principle of the uniformity

of nature’ was, indeed, a metaphysical principle, often confused with an alleged inductive

rule of inference, precisely because the principle of induction is also metaphysical.

Moreover, he acknowledges that the metaphysical faith in the principle of uniformity of

nature is required for practical action, and contends that the corresponding

methodological rule (expressed very superficially by such a principle) requiring that any

new system of hypotheses yields the old, corroborated, regularities, can be derived from

the nonverifiability of theories. Consequently, he carefully distinguished the

metaphysical principle from the methodological rule, for falsificationism is not

committed to the existence of regularities in nature. To make this point more clear, let me

emphasize that in order to provide interesting knowledge about the world, the inductivist

needs to assume not only that all or most apparent regularities are genuine laws (a false

and nonfalsifiable principle), but also that there are regularities in the world. By contrast,

the falsificationist only requires that some regularities operate in the world, without

having to make any assumption to this effect; that is without any ontological commitment

to the regularities. From his freer standpoint. Popper concludes that:

(...) from a methodological point of view, the possibility of falsifying a

corroborated law is by no means without significance. It helps us to find

37
Cf. LScD\ 253; RAS: 66; 71-78
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out what we demand and expect from natural laws. And the ‘principle of

the uniformity of nature’ can again be regarded as a metaphysical

interpretation of a methodological rule -like its near relative, the ‘law of

causality’.^*

A second type of objection targets the two main possible outcomes of the process

of theory testing. Roughly speaking, it charges that a corroborated hypothesis should pass

similar tests in the future; and correspondingly, that one who discards a falsified

hypothesis is presupposing that it will fail future tests again. Either presupposition, the

critics claim, brings induction back into the picture. The first variant of this objection was

raised by Levison who thought that Popper’s account of science could not eliminate the

problem of induction, or do without some sort of verification. In his opinion, favorable

testing of a theory can provide us with a reason for preferring one of its predictive

consequences to any of its possible contraries only if we allow that past instances of

successful prediction that we have observed will be equally successful in future

(unobserved) instances: “and this is so even if the prediction is specifically identical to

predictions that have been endlessly verified in the past. Some concept of inductive

reasoning, or extrapolation, is needed, therefore, in order to justify supposing that an

experiment can be successfully repeated.

Ayer has formulated the second variant in different ways. For instance, although

he admits that relying on the positive outcome of a test -based in some favorable instance

in the past- may be an unwarranted assumption, he wonders why should we make every

effort to discover counterexamples to a given hypothesis if it gains no credit from passing

LScD\ 253

Levison, Arnold. “Popper, Hume, and the traditional problem of induction.” In: The Philosophy ofKarl

Popper, (op. cit.) p. 328.
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the test."^® In a similar vein he asks elsewhere: “Why should a hypothesis which has failed

the test be discarded unless this shows it to be unreliable; that is, except on the

assumption that having failed once it is likely to fail again?” Apparently, Ayer never

considers the possibility of rejecting a theory simply because it is false, since he feels that

falsificationism is unable to give a satisfactory answer to his questions. In the same

fragment just quoted he adds:

It is true that there would be a contradiction in holding both that a

hypothesis had been falsified and that it was universally valid; but there

would be no contradiction in holding that a hypothesis which had been

falsified was the more likely to hold good in future cases. Falsification

might be regarded as a sort of infantile disease which even the healthiest

hypotheses could be depended on to catch. Once they have had it there

would be a smaller chance of their catching it again."*'

Ayer’s position is surprising since Popper never makes or commends any

inference from past falsification to future falsification. On the contrary, he says that

falsification (as is the case with the whole game of empirical science) should be open to

critical examination and that, all in all, no falsification is ever definitive."*^ Thus, the

possibility that Ayer is contemplating (that today’s falsified hypothesis may become

tomorrow’s corroborated) is not extraneous to Popper’s theory of science, and is not ruled

out of the actual world, for Popper does not say that a hypothesis that fails a test will

necessarily fail any conceivable repetition of that test, although (normally) failure means

that the hypothesis is false. Of course, one should rule out the stratagem of the

conventionalist who wishes to reinstate a falsified hypothesis, either by denying that it

Ayer, A. “Truth, Verification and Verisimilitude.” In: The Philosophy ofKarl Popper, (op. cit.) p. 686.

Ayer, Alfred. The Problem ofKnowledge. London: Macmillan, 1956, p. 74. The same point appears in

O’Hear (op. cit.) p. 63 as well as in Burke’s The philosophy ofPopper (pp. 59-60) who sides with Ayer.
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has failed the test or by introducing an ad hoc modification to save it from falsification,

but this is another story. In sum, performance on a series of tests (regardless of their

outcome) is not governed (and afortiori notjustifiable) by a purported principle of

induction. So much for the objection concerning the stability of a hypothesis’

performance on various tests.

The third objection is related also to the repeatability of tests, focusing in the issue

of their severity. Popper held the view that once a theory passed a severe test, additional

tests of the same kind increase its degree of corroboration very little (unless, of course,

the new instances were very different from the earlier ones).'*^ And in the Postscript,

where he discusses the notion of corroboration at length and shows that it should not be

confused with verification or treated in terms of probability, he argues that there is

something like a law of diminishing returns that prevents us from ascribing the same

(decisive) value to further iterations of a severe test (whether passed or failed by the

theory). Thus, Popper discussed the problems of the existence of severe tests and whether

their severity declines with repetition, under the assumption that one can do science

without induction. Several authors have resisted both Popper’s conclusion and his

assumption. For example. O’Hear denies that there could be a law of diminishing returns

which is independent of induction. He articulates the criticism in this way:

From an anti-inductivist standpoint, however, the fact that a theory has

survived a certain type of test on occasions can give us no reason to

suppose that it is more likely to survive another test of the same type on
the n+1 occasion that it was on the first occasion of undergoing a test of

that type. For what could be the basis of such a view other than a

generalization from instances of which we have had experience to one -a
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different one, even if in some ways similar- of which we have as yet had
no experience?'*'*

And a few lines below he says that, on any reading, background knowledge

appears to be used inductively in determining test severity. There is nothing to be said

regarding the first part of the quotation. But in CR, Popper makes clear that assessments

of the severity of tests are relativized to background knowledge instead of past

experience, and, hence, no inductive assumption is required. Besides reports of past

performance in the testing ordeal, background knowledge contains also generalizations of

many kinds, like for example, the standing of a theory in relation to its competitors and

the state of the problem situation. Therefore, only a severe test can help us to exclude

inadequate assumptions or prejudices that may have sneaked into our background

knowledge. On the other hand, the results of testing are either falsification or

corroboration. If the former, we should not worry any more about the severity of the tests

(provided they have been carefully conducted), since the theory has been (presumably)

falsified; if the latter we should not expect, under the assumption that we are employing a

reproducible effect, that the likelihood of the theory to survive the same test again has

increased -as O’Hear rightly observes it. In fact, the requirement to subject theories to

severe tests is a methodological requirement (not an epistemological one) and Popper

points out that as we impose severe tests upon a theory, we are left with fewer new tests

to which to expose it. Yet this does not sound like an inductive use of background

knowledge.

The fourth type of objection 1 want to contest here, charges that Popper’s

falsificationism is troubled by Goodman’s paradox, just as inductive theories are. This

O’Hear, (op. cit.) p. 45. See also Musgrave, (1975), p. 250
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paradox is so widely known that I shall not provide a detailed account of it. Let me just

mention that Goodman shows that the same evidence that confirms the hypothesis “all

emeralds are green” confirms “all emeralds are grue,” where Goodman’s coined predicate

means “green if and only if first observed before the year 2000, blue otherwise.” The

charge seems to be that there is no solution to Goodman’s new problem of induction

without introducing an appropriate distinction between sound and unsound inductive

inferences; that is, without presupposing an inductive principle.''^ The falsificationist -the

objection proceeds- has no empirical reasons to prefer one of the hypothesis over the

other, so he can neither endorse the prediction that emeralds observed after January 1 of

year 2000 will be green, nor that they will be grue, and since these predictions are

mutually incompatible, he will not be able to use the method he has highly commended.

Popper referred to this objection in the introduction to the first volume of his Postscript.

He answered it in the following way:

That [my theory can answer Nelson Goodman’s paradox] will be seen

from the following considerations which show, by a simple calculation,

that the evidence statement e, ‘all emeralds observed before the of

January of the year 2000 are green’ does not make the hypothesis h\, ‘all

emeralds are green, at least until February 2000’ more probable than the

hypothesis ‘all emeralds are blue, for ever and ever, with the exception of

those that were observed before the year 2000 which are green’. This is

not a paradox, to be formulated and dissolved by linguistic investigations,

but it is a demonstrable theorem of the calculus of probability."^^

The theorem to which Popper is alluding asserts that the calculus of probability is

incompatible with the conjecture that probability is ampliative and therefore inductive.

The objection, voiced among others by Feyerabend (1968) is very popular. Levison -one of its fans-

claims that since Popper’s theory failed to solve the problem of induction, there is no much point to find

out whether it also fails to solve Goodman’s paradox. However, he thinks that “... it will be possible to

show briefly that Goodman’s puzzles constitute as much a problem for Popper as for any ‘inductivist’.”

Levison, Arnold. “Popper, Hume, and the traditional problem of induction.” (op. cit.) p. 323.
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The main reason is that increasing favorable evidence does not change the ratio of the

prior probabilities calculated (or assigned) to any pair of competing (and incompatible)

hypotheses so that they both can explain the same evidence. But one could also respond

that “all emeralds are grue” was compatible with any possible test conducted before the

deadline, and therefore should not be admitted to empirical science, and a fortiori, that it

should not be admitted as a genuine competitor of “all emeralds are green,” since no test

can adjudicate its claim to be true. As for the charge that falsificationists lack grounds to

prefer any of the competing hypotheses, because they cannot rationally justify their

choice, one can say two things; first, that a choice could be rational even in the absence

ofjustification (recall that Popper’s project is not justificationist), and secondly, that the

predicate ‘grue’ does not solve any problem that is not equally well solved by its natural

counterpart ‘green’, in fact, we can say that it does not solve any problem at all (for this

reason, as Miller points out, gemologists are not concerned about it); hence, it need not be

admitted in empirical science.

The last sort of objection I want to discuss here is related with the context of

practice. The critics start by taking for granted that empirical evidence provides good

support for the success of technology (pragmatic science). But, they claim, this is just a

form of induction. Hence, Popper has to reject technology or accept inductive evidence

into his theory. To put the argument in other form, unless past observed instances of

successful prediction based on a theory give us reason to suppose that future instances

will be similarly successful, we have no reason to conjecture that a prediction that

follows from a well-tested theory may be true rather than false, and, afortiori, no reason

for preferring a particular prediction to one of its rivals, and this is so even if the
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prediction is identical to one that has been endlessly verified in the past. We cannot make

the choice without supposing some principle of induction or extrapolation to justify that a

prediction can be successfully tested again. For example Cohen argues that although

Popper’s philosophy has excelled in developing Hume’s lesson, it has produced a kind of

science which is quite unusable. His theory

has been unable to depict a plausible form of rationality that can be

attributed to technology, i.e., to the selection of ... [those] scientific

hypotheses that are to be relied on for our prediction about the behaviour

of physical forces or substances in particular cases. You would be rather

rash to be the first person to fly in a plane that had been made in

accordance with the boldest conjectures to survive ground tests on its

materials, if extreme conditions covered by the bold conjectures were not

present in any of the tests. The conjectures would have relatively high

Popperian corroboration but be ill-supported by the evidence. The reasons

for accepting them would be rather poor.'*^

And in the same vein other critics argue that it is not possible to make rational

decisions on how to act without appealing to some sort of inductive principle. Moreover,

they think that any degree of confidence in technological devices, as well as any

assumption on the invariance of scientific laws, is possible only if one subscribes to a

principle of induction. But, as discussed above, this is a mistake. One who believes that

the laws of physics that hold today will continue to hold tomorrow, need not subscribe to

any principle of induction. His belief concerns only the laws of physics and likewise the

prediction that they will hold tomorrow. Still others (O’Hear, 1975/1980; Feigl, 1981)

have charged that a Popperian would lack reasons to choose between competing theories

(even if one has been refuted) for practical purposes. In OK, Popper specifically

addresses this objection. To the question about which theory we should rely on for

practical action (from a rational point of view) he answers that -given that no theory has

Cohen, Jonathan. “What Has Science to Do with Truth?” Synthese, Vol. 45 (1980), p. 492.
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been shown to be true, or can be shown to be true- we should not rely on any theory. To

the question which theory we should prefer for practical action (again, from a rational

point of view), he says that we should prefer the best-tested theory:

In other words, there is no ‘absolute reliance’; but since we have to

choose, it will be ‘rational’ to choose the best-tested theory. This will be

‘rational’ in the most obvious sense of the word known to me: the

best-tested theory is the one which, in the light of our critical discussion,

appears to be the best so far, and 1 do not know of anything more ‘rational’

than a well conducted critical discussion."^*

Notice that Popper suggests that the rational agent should act as if the best-tested

theory were true, but he only invokes the state of the critical discussion. Further, he does

not justify why we should act that way (nor does he imply that the falsificationist has a

justification), he remains content with pointing out that acting that way is the most

rational choice under the circumstances. On the other hand, if one has to choose between

a refuted and an unrefuted theory, the obvious conjecture is that the theory that has best

survived testing becomes the best source of true information about the world and it would

make no sense to act as if this theory were not true. As for Cohen’s worries, I think that

he is conflating two different problems. He is right when noting that Popper’s theory of

science gives prescriptions applicable mainly to general theories. But then he claims that

a Popperian is unable to choose rationally the theory that will make the best predictions,

and he charges that he would not have good reasons to trust a device that has been

constructed in accordance with falsificationism. I find both charges inappropriate. The

former because -as seen before- there is no difficulty involved in the rational choice of

the best theory, and this includes the theory that yields the best predictions. The latter

because there is no scientific theory that can tell anybody what is the right way to
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construct artifacts -planes or what you like- and if the test of their materials were

conducted in the absence of extreme conditions, even inductivists would be in great

danger. But perhaps my main motivation for disagreeing with Cohen’s charge is that

Popper’s theory of science is not concerned with the problems that arise in the

construction of devices but with the interesting problems of scientific theorizing.

Though my comments on the most common criticisms against Popper’s stance on

the problem of induction are by no means exhaustive, I think they give the reader a good

idea of what is going on in the literature. Now that I have given sufficient background

about the motivation for a noninductivist philosophy of science, I think we are ready to

move on to its key notion.



CHAPTER 3

FALSIFIABILITY

I hold that scientific theories are never fully justifiable or verifiable, but

that they are nevertheless testable. I shall therefore say that the objectivity

of scientific statements lies in the fact that they can be inter-subjectively

tested. Popper (LScD)

Falsifiability is a key notion in Popper’s theory of science. Not only does it

encapsulate the Popperian solution to the problem of induction, it yields his restatement

of the problem of demarcation and becomes the leading hallmark of empirical theories.*

Falsifiability is a property, a sort of potentiality used to characterize any theory that

possibly may clash with a particular state of affairs. According to its more simple

formulation, it tells us that, when such a clash takes place, the theory in question becomes

falsified. This terminological point is important since Popper uses the notion of

falsification only to refer, in general, to cases of actual clash. There are several

definitions of falsifiability available in LScD, but they all emphasize the realizability of

' This point is made frequently in Popper’s main works. In one of the most clear instances he writes: “... I

proposed (though years elapsed before I published this proposal) that the refutability orfalsifiability of a

theoretical system should be taken as the criterion of its demarcation. According to this view, which I still

uphold, a system is to be considered as scientific only if it makes assertions which may clash with

observations; and a system is, in fact, tested by attempts to produce such clashes, that is to say by attempts

to refute it. Thus, testability is the same as refutability, and can therefore likewise be taken as a criterion of

demarcation.” CR: 256.

^ This is the crudest formulation of falsifiability and, if taken literally, can lead to misunderstandings. The
reader should be patient until the notion is fully fleshed out. On the other hand, although theories (set of

statements) and states of affairs (experience) are not the sort of entities that can ‘clash,’ this way of talking

is common parlance and taken as a shorthand for “theories clash with the statements that describe states of

affairs.” 1 see no special reason to deviate from this usage and therefore will stick to the expression.

57
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the feature (I will go shortly to the definitions). Falsifiability comes in degrees, and it is

also a way of conveying the ‘empirical’ or ‘informative’ content of a theory. The more

falsifiable a theory is, the higher its informative content and the better it fits (for the

purposes of theory selection) as a part of empirical science. However, according to

Popper’s theory of science, all theories are nothing more than conjectures, and their

predictions -which are, in their turn, falsifiable- have also the same status. But, since

falsifiability is a matter of degree, not all predictions have the same status: some are

easier to falsify {i.e., riskier or bolder) than others, and it is precisely this characteristic

that accounts for their value. Consequently, one who is participating in the practice of

science should direct his/her attention exclusively towards theories that make bold

conjectures and anticipate risky predictions, because they have the feature -falsifiability-

in the most genuine sense. The bolder the conjecture or prediction, the more we discover

when the prediction is not falsified.

3.1 Deductivism and Falsifiability

1 have already surveyed Popper’s main objections against induction as a suitable

methodology for empirical science. To the dismissal of inductive methods, motivated

by the difficulties of giving a justification for reductive inferences, we need to add the

denial of the existence of an inductive logic. Regarding the latter. Popper’s stance

leaves no room to doubt: “As for inductive logic, 1 do not believe that it exists. There is,

of course, a logic of science, but that is part of an applied deductive logic: the logic of

testing theories, or the logic of the growth of knowledge.” ^ It is important to emphasize

that Popper regards his theory of science as entirely deductive. After having rejected

^ Popper. “Remarks on the Problems of Demarcation and of Rationality.” In: Problems in the Philosophy of

Science. Edited by Lakatos and Musgrave. Amsterdam: North-Holland Publishing Co. 1968. p. 139
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induction for all the reasons explained in the previous chapter, Popper thinks that it is

still possible to account for the growth of scientific knowledge without incurring in the

problems that the inductivist faced. In other words, Popper contends that there is a way

out of Humean inductive skepticism.

As is well known. Popper is interested in the epistemological problems

pertaining to empirical science. These problems cover a wide range of topics, and I

have no intention of examining all of them here. However, to give an idea of the

fruitfulness of the notion of falsifiability, let me just mention that it plays a decisive

role in two of the most important activities in science; namely, the processes of theory

testing and theory selection. More importantly, on his account, the processes of theory

testing can be carried out deductively according to the inferential rule ofModus

Tollendo Tollens, which, by the falsity of the conclusion enables us to reject the

premises with deductive certainty. The process works as follows:

With the help of other statements, previously accepted, certain singular

statements -which we may call ‘predictions’- are deduced from the

theory; especially predictions that are easily testable or applicable. From
among these statements, those are selected which are not derivable from

the current theory, and more especially those which the current theory

contradicts. Next we seek a decision as regards these (and other) derived

statements by comparing them with the results of practical applications

and experiments. If this decision is positive, that is, if the singular

conclusions turn out to be acceptable, or verified, then the theory has, for

the time being, passed its test: we have found no reason to discard it. But

if the decision is negative, or in other words, if the conclusions have been

falsified, then their falsification also falsifies the theory from which they

were logically deduced.^

Thus the process of testing has two possible outcomes: it may be positive or

negative. If the former obtains in the face of detailed and severe tests, and if the theory is

'' LScD\ 33
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not superseded by another theory in the course of scientific progress, then one could say

that the theory has ‘proved its mettle;’ if the latter occurs, the theory becomes falsified.^

In further work Popper will use exclusively the adjective ‘corroborated’ (in opposition to

‘verified’) to refer to a theory that has passed a test. This is, certainly, due to an effort to

distinguish his views from the positivist’s. One has to keep in mind that a positive result

can only give temporary support to a theory, since there is always the possibility of a

subsequent failure to withstand another test that can overthrow it.^

It should be clear, by this time, that the procedures of theory-testing do not

involve inductive logic, let alone make any concession to the popular belief (among

inductivists and verificationists) according to which it is possible to argue from the truth

of singular statements to the truth of theories, or to establish the truth of theories based

upon their verified conclusions. The Popperian can do it with just the laws of logic

(which do not require justification because they are analytic) as long as he renounces the

requirement that the statements of empirical science must be conclusively decidable, Le.,

that it should be logically possible to establish their falsity or truth. In Popper’s opinion, a

major asset of his deductivist approach to testing, and his contention that unilateral

falsifiability suffices for empirical science, is that it can deal with the most interesting

epistemological problems and dissolve the problems raised by a purported inductive logic

^ Not all cases of theory replacement involve falsification. Within the premises of falsificationism, one can

reject a non-falsified theory in the light of a better-fitted competitor.

* Strictly speaking, there is also the possibility that a theory may subsequently fail the same test that it has

passed before. This, however, is usually attributed to defects in the testing process (e.g., carelessness of the

experimenter; inaccuracies in the measures; corrupted data; etc.) rather than to arbitrary changes in the state

of affairs. On the other hand, one could say also that a negative decision is not definitive either, since no

falsification is conclusive (Cf RAS\ xxi). I shall give more details about the temporary character of

corroboration in Chapter 4.
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“without creating new ones in their place.”^ Deductive testing of theories proceeds in the

following way: from a system of statements we deduce statements of lesser universality.

Likewise, these statements are tested with the help of less universal statements and so on.

Popper explains that there is no danger of an infinite regress in this procedure because it

does not intend to justify or establish the statements that are being tested, nor does it

require that every statement must be actually tested, but only that it be in principle

testable. On the other hand, the four interesting and pertinent ways to test a theory call

for deductive procedures. According to Popper, deduction is in place when performing

any of the following tests: (i) determining the internal consistency of a theory; (ii)

determining the logical form of a theory; that is, whether the theory is scientific or

metaphysical; (iii) determining how good a theory is, when it survives severe tests; and

(iv) determining the extent to which the empirical applications of the conclusion of a

theory meet the demands of practice.^

As mentioned before. Popper’s philosophy respects the principle of empiricism,

and even takes it one more step ahead since his whole project is concerned with empirical

science. On Popper’s view a theoretical system is to be admitted as scientifie (or

empirical) if it is testable by experience; that is, if its logical form makes empirical

refutation possible. In other words, a theoretical system is empirical if, and only if, it is

falsifiable. Popper has repeatedly emphasized that this proposal is not liable to the same

^ LScD: 34. Cf. also, p. 30 (where Popper draws a contrast between inductivism and deductivism), section

3, pp. 32-34, section 5 p. 39, section 85 pp. 276-278, and the appendixes in pp. 315-316, 412-413. Popper

does not limit himself to refuting the naive version of verification. As I will show in Chapter 4, he has well

developed arguments against inductive probability.

* Cf LScD\ 47

^ LScD: 32-33
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kind of objection that he raises against the verificationist criterion of demarcation,

because it is based on an asymmetry between verifiability and falsifiability. On his view,

grasping this asymmetry is crucial to understanding how falsifiability can readily yield

what verifiability is utterly unable to do (at least in view of providing a suitable

demarcation criterion). This is because universal statements are never derivable from

singular statements, but can be contradicted by singular statements. Consequently it is

possible by means of purely deductive inferences to argue from the truth of singular

statements to the falsity of universal statements. Such an argument to the falsity of

universal statements is the only strictly deductive kind of inference that proceeds, as it

were, in the ‘inductive direction’; that is, from singular to universal statements.”

An objection to the logical value of Popper’s criterion of demarcation points out

the difficulties of falsifying conclusively a theoretical system. First, one who wants to

evade falsification may use the moves of the conventionalist: introducing ad hoc

auxiliary hypotheses or changing ad hoc a definition. Second, it is always possible

without incurring in any logical inconsistency, as Popper remarks, to simply refuse to

acknowledge any falsifying experience. The former stratagem can be blocked by

restricting the introduction of auxiliary hypotheses and the modification of definitions:

new hypotheses and definitions are welcome only if they do not decrease the falsifiability

of a theoretical system; that is, if they do not attempt to “save the lives of untenable

systems.” The latter should be disavowed as an instance of the wrong attitude in

empirical science: one could refuse to accept a falsifying experience only through critical

discussion and examination of the problem situation.

LScD\ 4 1 (parentheses suppressed)
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Popper referred again to the asymmetry between verifiability and falsifiability in

the Postscript. He pointed out that, despite the unwillingness of the critics to accept this

point, it is undeniable that a set of singular observation statements may falsify a universal

statement, whereas there is no possible situation in which such a set can verify it, in the

sense of establishing or justifying it (conversely, such a set can verify an existential

statement but cannot falsify a purely existential statement). For this reason. Popper

usually writes that universal statements are “unilaterally falsifiable” whereas existential

statements are “unilaterally verifiable” and holds that these two ways of deciding upon

the truth-value of statements serve different purposes in epistemology. But the critics do

not give up easily. They rejoin that the falsification of a statement automatically

presupposes the verification of its negation; hence any talk in terms of verification or

falsification turns out to be based on a mere verbal difference, because they are

completely (logically) symmetrical. Although Popper does not mention it specifically, he

must have in mind Carl Hempel’s version of falsifiability in his report about the changes

in the positivist criterion of verification.*' The line of thinking Hempel is summarizing is

grounded in a property and a desideratum of statements: (a) the logical equivalence of

universal statements and the negation of their existential counterparts, wherein

falsification of a statement (or theory) presupposes the verification of its negation and

vice versa; and {b) that for purposes of logical classification, both a statement and its

" See: Hempel. “Empiricist Criteria of Cognitive Significance: Problems and Changes.” In; Boyd and

Trout (Eds). The Philosophy ofScience, (pp. 71-84). Incidentally, Hempel’s version of falsifiability is both

inaccurate and misleading. It is inaccurate because it conflates Ayer’s second definition of ‘verifiability’

with a simplistic version of falsifiability; it is misleading because it makes the falsificationist look like

someone who is driven by the search of a criterion of meaning, a motivation which, at least in Popper’s

case is completely misconceived. Joseph Agassi makes some interesting comments on the positivist reading

of the theory of falsifiability. The interested reader should see his A Philosopher's Apprentice: In Kart
Popper's Workshop, p. 98 ff. (full reference in bibliography).
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negation should be accorded equal status. Given (a) any distinction between verification

and falsification becomes pointless; given (b) if a statement is declared meaningful (or

meaningless), so must be its negation. This point can be further illustrated as follows:

suppose that a falsificationist is trying to locate the observation statement that will refute

theory A-, then, we can consider that both the difficulties he faces as well as the successes

he achieves are the mirror images of what an imaginary positivist rival who is attempting

to verify theory ~A, will encounter. A fortiori, if he does succeed in falsifying A, there is

no reason to deny that he has also verified ~A.

This, however, is misleading. To begin with, we need to conduct this discussion

in terms of the demarcation criterion rather than in terms of meaningfulness, since we

have already seen how the principle of falsifiability furnishes a solution for the first

problem. Now, unlike the positivist’s, Popper’s demarcation criterion cannot be

construed as a criterion of meaning. He has no interest, whatsoever, in declaring certain

theoretical systems as meaningful, and certain others as meaningless. His concern is to

separate metaphysical statements from scientific ones without making the former

meaningless. Moreover, Popper wants to avoid the positivist’s criterion, which failed so

badly to yield a good distinction between science and pseudo-science, for it ended up

declaring some perfectly sensibly statements as meaningless. But more importantly, he

does not think that metaphysical theories are meaningless or that they should be rejected

for such reasons.’^ He thinks a theory should be weeded out from science only if it is not

“The broad line of demarcation between empirical science on the one hand, and pseudo-science or

metaphysics or logic or pure mathematics on the other, has to be drawn right through the very heart of the

region of sense -with meaningful theories on both sides of the dividing line- rather than between the

regions of sense and of nonsense. I reject, more especially, the dogma that metaphysics must be

meaningless. For as we have seen, some theories, such as atomism, were for a long time non-testable and

irrefutable (and, incidentally, non-verifiable also) and thus far ‘metaphysical’. But later they became part of

empirical science.” RAS: pp. 175-76. See also: LScD: 37 ff and RAS: p. xix. For a detailed discussion of
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falsifiable. On the other hand, isolated (perhaps the vast majority of) existential

statements are not falsifiable; that is, they are not testable.'^ Consequently, Popper is

forced to treat these statements as metaphysical, even though he recognizes that both

strict universal and strict existential statements are empirically decidable, only the former

being falsifiable {i.e., empirical). In other words. Popper’s criterion of demarcation

violates conditions (a) and (b) above, for (i) it denies an alleged symmetry between

verification and falsification and (ii) it declares a falsifiable universal statement as

empirical while declaring its (existential) logical equivalent as metaphysical. Since

Popper’s demarcation criterion is not a criterion of meaning, he can have this result

without being committed to deny that universal statements can be logically transformed

into equivalent existential statements.

It is worth mentioning that the criterion of demarcation applies to theoretical

systems rather than to singular statements taken out of their context and that, under this

proviso, the asymmetry between universal and existential statements is beneficial to the

process of scientific theory testing (recall, once more time, that it dissolves the problem

Popper’s views on the relationship between metaphysics and science see: Agassi, Joseph. “The Nature of
Scientific Problems and their Roots in Metaphysics.” In: Mario Bunge (Ed.) The critical approach to

science andphilosophy. New York: Free Press of Glencoe, 1964.

“Purely existential statements are not falsifiable -as in Rudolf Carnap’s famous example: ‘There is a

color (‘Trumpet-red’) which incites terror in those who look at it.’” {RAS\ xx.) In another example Popper
writes: ‘There exists (somewhere in the universe, either in the past, present or future) a raven which is not

black’ (...) is non-testable, since it cannot be falsified by any amount of observation reports. {RAS\ 178)

The common reader would surely consider the thesis of the assimilation of existential statements with

metaphysical statements as odd, for it is difficult to see how anyone could treat as metaphysical a statement

that describes directly verifiable facts, and concerning which it is possible to decide without major
difficulties. Popper’s view becomes meaningful when we remind ourselves that many existential statements

are excessively restrictive and, in general, only provide us with trivial information.

'''

This is so because the main purpose of the demarcation criterion is the elimination of non-falsifiable

statements (metaphysical elements) from theoretical systems (to increase their testability) instead of the

elimination of meaningless statements.
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ofjustifying the truth of universal statements). In Section 15 ofLScD Popper stresses

what he takes as a crucial claim about the nature of this process. Since laws of nature are

mostly expressed by strictly universal statements, it turns out, by way of logical

equivalence, that "they can be expressed in the form of negations of strictly existential

statements or, as we may say, in the form of non-existence statements''^^ This feature

supports his contention that laws of nature can be better understood as "prohibitions,” and

that they do not assert the existence of anything. Quite the contrary, "they insist on the

non-existence of certain things or states of affairs," which is precisely what accounts for

their falsifiability.

On the other hand, some existential statements are testable (that is, falsifiable);

hence, empirical, only if they are part of a larger context that is testable. Take, for

example, the statement 'There exists an element with the atomic number 72':

It is scientific as part of a highly testable theory, and a theory which gives

indications ofhow tofind this element. If, on the other hand, we took this

existential statement in isolation, or as part of a theory which does not give

us any hint as to how and where this element can be found, then we would

have to describe it as metaphysical simply because it would not be

testable: even a great number of failures to detect the element could not be

interpreted as a failure of the statements to pass a test, for we could never

know whether the next attempt might not produce the element, and verify

the theory conclusively.'^

Then, the decidability of existential statements will depend on whether they are

part of a broader context that gives us indications about how to test them and so will

determinations of their empirical status. Testability has nothing to do with the actual

difficulties of falsification, for Popper will be willing to grant that the logical

LScD\ 69

RAS: 178-179; see also LScD\ 70 and Schilpp’s The Philosophy ofKarl Popper (op. cit.) p. 202ff.
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impossibility of verifying a universal statement is the exact analogue of the impossibility

of falsifying its (existential) logical equivalent. This point is important because it is

usually a source of confusion for the positivist who accuses Popper of neglecting the

logical symmetry between universal and existential statements. Indeed, nothing could be

more wrong, for Popper does not challenge such symmetry,'^ no matter how far he is

willing to go in his efforts to block the typical positivist criticisms against his criterion of

demarcation.

To conclude, the asymmetry between falsification and verification is not

mysterious when one sees that a class of singular observation statements suffices to

falsify a universal law, but it cannot ever suffice to verify it, in the sense of ‘establishing’

it. This class, of course, can verify an existential statement but it cannot falsify it. The

objections of the verificationist seem to ignore the fact that Popper treats some existential

statements as metaphysical not because it is difficult to falsify them, but because “it is

logically impossible tofalsify or to test them empirically.” Moreover, there are aspects in

which the problems of verification and falsification are symmetric, as illustrated above,

but the fact that “there are certain symmetries here hardly precludes the existence of a

fundamental asymmetry -any more than the existence of a far-reaching symmetry

between positive and negative numbers precludes a fundamental asymmetry in the

system of integers: for example, that a positive number has real square roots while a

negative number has no real square root.”'*

"Thus one can certainly say that falsifiability and verifiability are 'symmetrical' in the sense that the

negation of a falsifiable statement must be verifiable, and vice versa. But this fact, which I repeatedly

stressed in my LScD [...] and which is all that my critic establishes in his premises, is no argument against

the fundamental asymmetry whose existence 1 have pointed out." RAS\ 183-184.

Ibid; p. 183. Again, the asymmetry between verification and falsification springs Irom the fact that a

singular statement or “... a finite set of basic statements, iftrue, may falsify a universal law; whereas.
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3.2 Falsifiability Defined

As seen, falsification relies exclusively on deductive methods and procedures. If

plausible, the story manages to explain how the process of selection and improvement of

theories takes place, as the result of a continuous exchange between general tentative

hypotheses and experience. On Popper’s view we face the task of finding appropriate

criteria to determine whether a theory belongs to empirical science, without having to

make decisions about the semantic status of its statements. Such criteria must meet two

requirements: {a) be noninductive and {b) give us precise indications to distinguish

between the typical statements of empirical science and other type of statements. The

first requirement is satisfied by using an approach in which only deductive logic suffices

to evaluate a given system of statements and perform epistemological and

methodological operations, the second by formulating a principle of testability which is

independent of a theory of meaning. Popper defines this principle in the following words;

[Fi’61] A theory is to be called ‘empirical’ or ‘falsifiable’ if it divides the

class of all possible basic statements unambiguously into the following

two non-empty subclasses. First, the class of all those basic statements

with which it is inconsistent (or which it rules out, or prohibits): we call

this the class ofpotentialfalsifiers of the theory; and secondly, the class of

those basic statements which it does not contradict (or which it ‘permits’).

We can put this more briefly by saying: a theory is falsifiable if the class

of its potential falsifiers is not empty.

Let me clarify the key ideas in this formulation of falsifiability. To begin with, the

notion is introduced and defined as a potentiality, a property that theoretical systems must

have if they are to be considered as part of empirical science. The criterion does not

under no condition could it verify a universal law: there exists a condition wherein it could falsify a general

law, but there exists no condition wherein it could verify a general law.” p. 185. For a clear explanation of

this relation see: Magee, Bryan. Karl Popper. New York: The Viking Press, 1973, p. 15.

Ibid; p. 86. Cf also section 6 pp. 40-43, see Chapter IV.
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impose the requirement that these systems (taken as a whole) or their component

statements (taken particularly) be in fact falsified, but only that they have the feature of

falsifiability; that is, that they might, in principle, contradict the possible world of

experience. Such a clash, on the other hand, is neither expected nor required, it suffices

with its being conceivable as afuture possibility.

As stated in the definition, an empirical theory has to divide the class of all

possible basic statements in two nonempty subclasses: the class of prohibited statements

and the class of permitted statements. But how should we understand the locution “basic

statement”? For Popper the class of all basic statements includes “all self-consistent

singular statements of a certain logical form -all conceivable singular statements of fact,

as it were.” This class comprises some statements that are mutually incompatible.^'^ In the

alternative formulation in the last clause of Fis?)l, he says that the system of statements

(that is, the theory) is by itself a class, and it is prohibited that one of the classes related to

it (the class of potential falsifiers) be a null class. In his first approach to the problem.

Popper is content with the nonemptiness of the class of prohibited statements. With

regard to the class of compatible statements he does not make any further refinement, nor

does he state any exigency (except that it cannot be empty either, if the theory is

consistent), since, as he insists, theories do not make any assertion about permitted

statements; they do not tell us, for example, whether those statements are true, and a

fortiori, theories cannot give us factual information by means of this class.

Cf. LScD: 84; Some readers are tempted to consider that the class of all basic statements should contain

equal numbers of true and false statements, and therefore, of incompatible statements. But this would

amount to treat such class as a closed finite logical system in which there would have to be room for formal

statements, tautological and contradictories among others. It seems that Popper considers the class of

factual basic statements as a big subclass of all possible statements, that would include also those

statements that are completely unrelated with empirical science, namely strict metaphysic statements and

many more.
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A first glance inspection of both the class of permitted statements and the class of

prohibited statements yields the following results. The two classes are not

complementary; that is, any increase in the size (cardinality) of one of them is not always

followed by a corresponding decrease in the size (cardinality) of the other. On the other

hand, the class of potential falsifiers is not a proper subclass of the class of statements

that comprise the theory. What I take the definition to say is that the class of potential

falsifiers (call it PF) is a subclass of the class of all possible basic statements, and that it

has certain logical relationships with respect to the system of statements that comprise the

theory. For example, it may be the case that the theory (if falsifiable) entails PF.

Furthermore, the class of potential falsifiers, and the class of permitted statements are

subclasses of the class of all basic statements, and so is the set of statements that

comprises the theory.

To make the principle of falsifiability operative, it suffices to test some of the

components of a theory. Obviously, hypothetic or predictive statements that are tested

are deductively related to the theory, and for this reason we only need to find, by

empirical means, at least one observation statement that contradicts any of the particular

consequences deduced beforehand. However, in a sort of anticipation of his

The way in which such increase can be obtained is itself problematic (compare increase as a result of

tautological operations -where the newly deducted statements have less empirical content that their

premises- with increase through non-apodictic means). 1 will, however, set this point aside temporarily.

According to Fsb\ only one prohibited statement is required. This has misled many authors into thinking

that, in Popper’s philosophy, a single existential statement (and even sometimes a single observation)

suffices to falsify a theory. (See, for example, Johansson (1975); Narayan (1990)) That this is a mistake can

be easily shown in two ways: (i) the requirement of inter-subjectivity of falsification precludes the

possibility that a single observation might be sufficient; (ii) Popper’s treatment of isolated existential

statements and his contention that falsifying statements should be, at their turn, testable, rule out the vast

majority of existential statements. Thus, the availability of an existential statement is a necessary but not a

sufficient condition for falsifiability. As I shall show in my comments to Fsb2, some further qualifications

are needed.
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forthcoming amendment of Fsb\, Popper warns us that a single isolated observation is

never enough to establish the falsity of a theory.

3.2.1 Falsifiability and FalsiHcation

In the previous section I made some comments upon the definition of

‘falsifiability’ in terms of a disposition that determines the empirical character of

theoretical systems. By definition, falsifiability is a property of any theory that belongs to

empirical science but given a general theoretical framework no empirical research is

required to determine whether a system is falsifiable.^^ Falsification, on the other hand, is

an epistemological act that involves methodological operations; it brings into the picture

facts from the world of possible experience {i.e., test or experiment results) and therefore

presupposes observation and requires an informed decision on the part who performs the

evaluation, as a result of which he/she regards a theoretical system as falsified, that is,

he/she accepts that it has clashed with the world of experience. In other words,

falsification has occurred ifwe accept basic observation statements that contradict a

Popper distinguishes two senses of the term ‘falsifiable’. Let me use subscripts to refer to each of them.

‘Falsifiablci’, is a logical-technical term (sometimes expressed by the locution “falsifiable in principle”)

that “... rests on a logical relation between the theory in question and the class of basic statements (or the

potential falsifiers described by them).” ‘Falsifiable2
’ refers to the possibility that a theory is actually

refuted by experience. (See RAS\ xxii; LScD, sections 4 and 22) As is obvious, the second sense is stronger

than the first, for any theory that is falsifiable2 ,
is falsifiablci, though the converse does not hold. Since the

second sense of falsifiability can be perfectly conveyed by the word “falsification”, is not Popper’s

distinction innocuous? According to him, one should aim to develop theories so risky that they cannot

escape falsifiability2 , for this promotes the growth of science through the rejection of unfit alternatives and

the subsequent formulation of better (or purportedly better) competitors. But the weaker sense of

falsifiability proves to be enough to keep Popper’s method running. Just falsifiabiltyi needs to be used to

filter theories, characterize them as empirical and choose the better ones. However, many criticisms of

Popper’s theory of science fail to distinguish between falsifiabilityi, the mere compliance of formal

conditions imposed on the statements of a scientific theory and falsifiability2 ,
the eventual realization of the

clash. As to the latter, which is obviously more troublesome, many have argued that the provisional

character of every falsification proves Popper wrong and discloses the redundancy of the second sense. I

think this a misunderstanding. Strictly speaking, one could mention varied instances of ‘definite’

falsification that block such objections. Further, many criticisms are supposed to target the weaker sense of

the notion but focus all their arguments against the stronger version. So, though whoever makes a sharp

distinction between falsifiability and falsification can do perfectly well without Popper’s two senses, 1 think

it is worth to keep the distinction in mind in order to deal with many texts that address falsifiability.
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theory. But it is necessary to introduce some rules to determine whether this is the case.

To begin with, Popper explains that a singular observation statement is not sufficient to

conclude that a falsification may take place (nor that it has taken place, if accepted),

because “isolated non reproducible facts lack meaning for science.” On his view, we take

a theory as falsified, only ifwe discover a reproducible effect that refutes it. Accordingly,

a low-level hypothesis that describes such effect needs to be proposed and corroborated if

we are to accept falsification.^'*

On the other hand, the falsifying hypothesis must be empirical (hence, falsifiable

itself); that is, it must stand in a certain logical relation with the class of basic statements.

In addition, one can see that basic statements play a twofold role. The whole system of all

logical possible basic statements gives the logical characterization of the form of

empirical statements; and the accepted basic statements yield the corroboration of the

falsifying hypothesis, grounding our decision to declare the theory as falsified. One can

say, then, that every instance of falsification is at the same time an instance of

corroboration, but as explained before, each of these outcomes applies to different sets of

statements. The former affects the theoretical system, the latter the deduced hypothesis

(or perhaps its negation).

As Popper himself acknowledges, conclusive or definitive falsification instances,

if at all possible, often are not free from controversy or from temporality.^^ Moreover,

Cf. LScD: 86

This, however, does not preclude us from finding actual instances of falsification that can be agreed upon

without jeopardizing the use of the notion: “... there are a number of important falsifications which are as

‘definitive’ as general human fallibility permits. Moreover, every falsification may, in its turn, be tested

again". RAS. (op. cit.) p. xxiii. On the other hand, as Ackermann rightly notes it, actual falsification need

not lead to rejection specially when the falsified theory "... is still in close enough approximation to the

data to be useful in solving problems and no alternative nonfalsified theory has as yet been constructed to
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insofar as falsifiability is carried out with the help of a single observation statement, it

cannot be conclusive, as said before. However, Popper has never held the view that a

scientist should reject a theory on the basis of a single falsifying observation. This would

make his position vulnerable to the objections of the conventionalist. Suppose that the

prohibited basic statement describes a particular phenomenon that is never replicated

again. Under these circumstances, it seems legitimate to cast doubt upon such

falsification due to its localized character. But falsification is an epistemological act

(based on methodological rules adopted by us) by means of which we declare a theory as

refuted because it has clashed with experience in some important (and wide enough) area,

so that the exclusion of the tested portion of the system seems the only reasonable move.

Besides, in order to entertain reasonable doubts we need to accord a minimum degree of

universality to the falsifying statement. Finally, since science is open and public it

necessitates the repeatability of the falsifying fact or experiment, by any adequately

trained scientist so that he can assert its veracity and legitimacy.

3.2.2 Falsifiability: Second Definition

In defining Fsb\ Popper is not very clear with regard to what we should expect to

find in the class of potential falsifiers nor is he precise about the required level of

generality of the observation statement, when this plays the role of a potential falsifier.^^

He admits that one can err when identifying candidates for potential falsifiers, and he

replace the falsified theory,” Ackermann, Robert. The philosophy ofKarl Popper. Amherst: University of
Massachusetts Press, 1976, p. 18

All that matters in Fsb\ is the relationship between the system of statements (the theory) and the class of

its potential falsifiers. The latter is supposed to be comprised of basic statements, and in view of complying
with the restriction of not being an empty class, it is enough if there is at least one basic statement in it, no
matter the characteristics of this statement, nor its particular or general character, nor the mechanism
adopted to obtain it.
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recognizes that one can raise diverse objections about the nature, legitimacy and degree

of strength of testing statements. On the other hand, as he moves on in the general

discussion of falsifiability, the conclusion that a single observation statement does not

suffice to refute a theoretical system quickly emerges. This shortcoming, I believe, leads

Popper to amend his earlier definition and to introduce Fsbl, a definition of

‘falsifiability’ that is based on the use of two technical terms: ‘occurrences’ and ‘events’.

A more precise distinction between these terms drastically changes the qualifications

required for an observational statement to count as a potential falsifier (it has to describe

an occurrence) and, at the same time, expresses the criterion in a more ‘realistic’

language. In the revised definition of ‘falsifiability’. Popper demands the existence of

reproducible effects of a kind that contradicts a theory in order to consider it as falsifiable

in either the strong or the weak sense of the term.

Let us see briefly how to use the newly introduced terms. An occurrence is a

phenomenon that takes place in a particular spatio-temporal region and can be singular,

plural, brief or temporally extended. By extension, any reference to the occurrence pk

(where pk is a singular statement and the subscripted "k' refers to the individual names or

coordinates which occur in pk) can be successfully (and more clearly) made through the

expression Pk (where Pk designates the class of all statements equivalent to pk).

According to Popper, the foregoing rule of translation gives sense to the claim that an

occurrence Pk contradicts a theory t, for it brings into play all statements equivalent to pk-

Likewise, an event is “what may be typical or universal about an occurrence, or what, in

See LScD: Sec. 23. However, shortly after this amendment, Popper introduces one more change and
goes from ‘occurrences’ to ‘events’ in the full-blown definition of Fsbl.
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an occurrence, can be described with the help of universal names. An event is not a

complex or a protracted occurrence, but a class of occurrences that is independent of

particular individuals or space-time coordinates. For this reason events are free of the

spatio-temporal limitations that hinder the appeal to basic occurrences to characterize a

class of potential falsifiers. Indeed, if one wants both a minimum degree of generality in

the falsifying statements and leave some room for inter-subjective testing, events have

better qualifications to do the job. In addition, talking in terms of events requires

reference to at least one class (instead of isolated individuals): the class comprised by the

occurrences that differ only in respect of the individuals involved (and their

spatio-temporal determinations); that is, the class of all the statements which describe the

different occurrences that instantiate the event.

I find very curious that most of the commentators simply ignore the changes in

the definition of ‘falsifiability’ prompted by this reference to ‘occurrences’ and ‘events’,

and that Popper himself rarely mentions the point again. My surprise stems from the fact

that Fsbl immunizes falsifiability against some of the objections of the conventionalist

and most of the charges of subjectivism leveled to the earlier version of the criterion.^®

LScD\ 89

“Speaking of the singular statement which represents one occurrence P^, one may say, in the realistic

mode of speech, that this statement asserts the occurrence of the event (P) at the spatio-temporal position k.

And we take this to mean the same as ‘the class P*, of the singular statements equivalent to is an
element of the event (P)’.” Ibid.

Fsb\ was also insufficient on another respect. The criterion is too loose if one does not restrict: (a) any
possibility of modifying at will the number of members in the class of potential falsifiers by performing
apodictic operations and (b) the characterization of a nonempty class of potential falsifiers by the fact that it

contains a basic statement that describes an existential fact. The latter restriction is particularly critical

since a system of statements that prohibits a purely existential fact, in some sense prohibits very little.

Besides, if we take into account that by definition, most empirical existential statements are not falsifiable,

failure to restrict (b) would be tantamount to characterizing a class of potential falsifiers appealing to

statements that are not falsifiable themselves, which goes against a previously introduced caveat.
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To see how, consider that an event, insofar as it represents what is typical and universal

in an occurrence, can express multiple and diverse instances of such occurrence.

Moreover, since homotypic events -that only differ in regard to the spatio-temporal

coordinates where they take place- comprise a class by themselves (a ‘homotypic’ class),

the total abstraction of these determinations will give rise to a class of classes. In other

words, an event, even a singular one, contains one or various classes of occurrences

which are described by a class of equivalent statements. Thus a good potential falsifier

should prohibit not only one occurrence, but at least one event. Fsbl is stated as follows:

[Fsbl] We can say of a theory, provided it is falsifiable, that it rules out, or

prohibits not merely one occurrence, but always at least one event. Thus
the class of the prohibited basic statements, i.e. of potential falsifiers of the

theory, will always contain, if it is not empty, an unlimited number of

basic statements; for a theory does not refer to individuals as such. We
may call the singular basic statements which belong to one event

‘homotypic’, so as to point to the analogy between equivalent statements

describing one occurrence, and homotypic statements describing one
(typical) event. We can then say that every non-empty class of potential

falsifiers of a theory contains at least one non-empty class of homotypic
basic statements.^’

We must not forget that theories refer to the world of possible experience

exclusively by means of their class of potential falsifiers. It is easy to see that, according

to Fsbl, the class of potential falsifiers of purely existential statements, tautologies and

metaphysical statements is empty. None of them prohibits a single event, and, hence, they

assert too little about the class of possible basic statements; by contrast, self-contradictory

statements assert too much: any statement whatsoever (any event) falsifies them.

Perhaps this is the right time to make more precise the idea of informative or

empirical content, as a notion tied to the class of prohibited events (or potential falsifiers)

31
LScD: 90
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and to make sense of Popper’s curious definition according to which a theory gives more

information about the world of possible experience insofar as it prohibits more; that is,

insofar as the size of its class of potential falsifiers is larger. Let us set aside, for one

moment, the problem of whether we have an accurate way of estimating the measure of a

class of potential falsifiers and making precise comparisons among them. In the spirit of

Fsbl, any theory t2 which has a larger class of potential falsifiers (say, than fi) has more

opportunities to be refuted by experience and gives more information about the world of

possible experience than 1 1 : “Thus, we can say that the quantity of empirical information

that a theory gives us, that is, its empirical content, increases with its degree of

falsifiability.”^^ Consequently, if the class of prohibited events of a theory becomes larger

and larger, it will be relatively easy to falsify it since it allows the world of experience

only a narrow range of possibilities. In the quest for knowledge, one should aim for

theories of such a high empirical content that any further increase would bring about the

theory’s actual falsification.

Unfortunately, there is no way of giving precise estimations of the size of a class

of potential falsifiers, and this is a shortcoming of both Fsb\ and Fsbl. Obviously, such a

size is not a function of the number of prohibited events, let alone of the number of

statements that describe these events (which, on the other hand, are infinite). For logical

elementary operations {e.g., the co-obtaining of a prohibited event with any event

whatsoever yields another prohibited event) would make it possible to increase

artificially the cardinality of the class of events, hence, the size of the class, when

measured by this device. To put this in other words, the mere counting of prohibited

LScD: 1 13; see also CR\ 385; RAS\ 239, 245-246, 249
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events is not an acceptable way of estimating the degree of falsifiability of a theory. In

fact, Popper recommends using the subclass relation to make sense of the intuitive more

or less that the comparison presupposes. But this way of comparison restricts one to

consider theories that refer to the same aspect of reality, and so which are genuine rivals.

These theories have to be formulated in such a way that their respective classes of

potential falsifiers hold a relationship in which one of them contains as a proper subclass,

the other. Setting aside the issue of whether mutually incompatible but self-consistent

theories can talk about the same aspect of reality in a competitive way, if the subclass

relation does not obtain, the comparison simply cannot be carried out.

Whether the falsifiability criterion is applied to statements, or whether it is used to

classify theories. Popper suggests a simple diagram to illustrate the different degrees of

falsifiability that can be ascribed to several types of theories and rank any testable

candidate according to its relative standing with regard to the extreme values. Suppose

we have a horizontal continuum. We may label the extreme points of this continuum as 0

and 1 . The former will indicate zero degree of falsifiability, the latter will indicate the

maximum degree of falsifiability. According to Fsbl, it is easy to see that merely

metaphysical and tautological theories have a zero degree of falsifiability, while only

self-contradictory theories may have the maximum degree of falsifiability. All theories

and statements that belong to empirical science are to be found in any intermediate point

between 0 and 1, with the exclusion of both extremes. If one needs to compare statements

or theories regarding their respective degree of falsifiability, then one would have to point

to the location of those statements or theories in the continuum and attribute a higher

degree of falsifiability to those which are not tautological and are closer to the extreme
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location indicated by the point marked with 1 , without ever coinciding with it. All

empirical theories have a degree of falsifiability that is greater than zero and lower than

one, as is represented below:

Empirical theories

0 ^— - - ^
1

Tautological theories Self-contradictory

Metaphysical theories theories

The previous diagram depicts correctly the comparative representation of

falsifiability that Popper gives in section 33 oi LScD. Again, the degree of falsifiability

{Fsb) of an empirical theory (e) is always greater than zero and less than one: Fsb(e) > 0

and < 1. Based upon the relationships that can be established among different types of

statements, it is possible to infer that the formula expresses, at the same time, the

requisites of coherence and falsifiability, since for practical purposes it excludes

self-contradictory theories. Though primafacie, it may look as though Popper’s ideal of

science would give its highest appraisal to self-contradictory theories, after careful

consideration one understands that this is a mistake. Indeed, he prefers theories that are

easily testable and that have the highest possible degree of empirical content. Moreover,

if possible, he commends that we make any reasonable attempt to increase more and

more this feature until any further change results in falsification. But this procedure has

nothing to do with making the theory to be tested self-contradictory (which, incidentally

does not require a great effort). To see why, notice that falsified theories do have

empirical content, whereas self-contradictory theories have almost none, since they are,

in general, noninformative or overly so. In other words, notice that increasing a theory’s

degree of falsifiability increases its empirical content, whereas making a theory self-

contradictory does not.
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3.3 Criticisms of Popper’s Notion of Falsifiability

Criticisms of Popper’s theory of falsifiability are abundant. They address almost

every conceivable aspect of this notion starting with its formal conditions, then dealing

with alleged defects in the definition and culminating in a dismissal of the outcomes of its

application. For some authors falsifiability fails to provide a suitable criterion of

demarcation; for others, it suffers from the same shortcomings as does the rival and

discredited notion of verifiability; still others think that the whole project of

characterizing empirical science with its help is simply misconceived. Controversial as

this problem is, 1 believe that the notion of falsifiability is quite tenable. In what follows,

1 will discuss the most important objections leveled against falsifiability (including the

ones advanced by his former pupils Imre Lakatos and Paul Feyerabend), recast Popper’s

replies, and develop a more charitable reading of this important concept.

3.3.1 Kuhn: Testing vs. Puzzle Solving

T. S. Kuhn raised one of the most often-discussed objections to Popper’s theory.

Moreover, Kuhn’s criticism (directed to the very heart of the doctrine; namely, the notion

of falsification) is part of a family of objections that includes Lakatos and Feyerabend as

its most conspicuous representatives. To put it concisely, these authors argue that any

falsificationist methodology would be either naive or dogmatic, unless it is turned into a

sophisticated methodology by appropriate modifications.^^ With minor (negligible)

differences among them, they support this argument on a twofold foundation: first, they

”
It is worth mentioning that Popper himself never uses the term “falsificationism” (see RAS: xxxi) among

other reasons because he has refused to turn ‘falsifiability’ into an ‘ism’ and has resisted making his

proposal into a doctrine. Instead, he uses “falsification”, “falsifiable” and all its variants. Though this might
be a minor terminological point, I think it clarifies what Popper really means.
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think that strict falsificationism is committed to assuming that test statements'"^ (dealing

with observation or experiment) are infallible or that there cannot be falsification; second,

they object that according to Popper’s theory one is bound to accept these statements by

convention, namely by arbitrary decisions. In sum, they see Popper’s theory of

falsification as lying between the Scylla of dogmatism (being forced to bestow

infallibility on test statements) and the Carybdis of skepticism (given that test statements

are accepted conventionally). Let us see Kuhn’s objection in more detail.^^

His general conclusion is that “no process yet disclosed by the historical study of

scientific development at all resembles the methodological stereotype of falsification by

direct comparison with nature.”^^ Kuhn’s argument can be stated as follows: (1) though

anomalies are precisely counter-instances to theories, scientists never treat them like that.

(2) Scientists declare a theory invalid and are ready to reject it only if an alternative

candidate is available to take its place (this is the process he describes as a paradigm

shift). (3) Although experiment and testing play an important role in the rejection of

theories (Kuhn clarifies), such a role is not nearly as essential as the role of paradigms.

(4) The actual rejection of a theory is based on something more than a comparison

between the theory and the world; it involves also the comparison of competing

paradigms and the assessment of the way they solve the puzzles that drive the interest of

the seientific community.

Popper started using the locution “test statement” in his “Replies to my critics” (The philosophy ofKarl
Popper). This locution refers to what was called “basic statements” in LScD.

In what follows 1 shall presume that the reader has a minimal familiarity with Kuhn’s image of science,

hence I will not explain his views on this matter.

Kuhn, Thomas. The Structure ofScientific Revolutions. Chicago: The University of Chicago Press, 1962,

p. 77.
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What makes Kuhn’s argument illuminating for some readers is that it is presented

along with several points of agreement between his views and Popper’s.^^ According to

this list, they both are concerned with the process that leads to the acquisition of scientific

knowledge instead of the logical structure of theories; both appeal to history in search of

data for the facts of science; both reject the view that science progresses by mere

accumulation and emphasize the revolutionary character of the processes of theory

replacement. In addition, they both accept the interdependence of theory and observation;

neither of them believes that a neutral observation language is possible; and they both

reject empiricism. The main points of disagreement are Kuhn’s “emphasis on the

importance of deep commitment to tradition”^^ and his disavowal of naive

falsificationism.

For Kuhn, the testing of hypotheses —rather than being done with the purpose that

Popper attributes to this process— is conducted with the aim of connecting a scientist’s

conjectures with the corpus of accepted knowledge; to determine whether his guesses fit

the accepted trends of normal research. If the hypothesis survives, the scientist has solved

a puzzle, if it does not, he still can look for an alternative path within the same paradigm.

For a time Popper shared Kuhn’s enthusiasm about their coincidences (see his contribution to Criticism
and the Growth ofknowledge). Later on, Popper considered it necessary to point out the differences with
respect to Kuhn s views of science. On the other hand, Kuhn’s list of agreements is rather long. He
mentions ten points and concludes in the following way; “That list, though it by no means exhausts the
issues about which Sir Karl and 1 agree, is already extensive enough to place us in the same minority
among contemporary philosophers of science.” See: Kuhn, T. “Logic of Discovery or Psychology of
Research” In; Criticism and the Growth ofScientific Knowledge. Lakatos & Musgrave (Eds.), p. 2
(footnote suppressed).

There is a sense in which Kuhn supports scientific realism, though it should be clear that it is not the
kind of scientific realism that Popper endorses. The following passage is one of the few places in which
Kuhn clearly gestures towards realism: "... we both [Popper and Kuhn] insist that scientists may properly
aim to invent theories that explain observed phenomena and that do so in terms of real objects, whatever
the latter phrase may mean”. Ibid

39
Ibid.
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This is the kind of activity that is performed in normal science, where the tests are not

directed against the current theory. It is the scientist who is challenged, not the current

theory. Further, the conjectural solution to the puzzle may need to be checked in its turn,

but what is tested in this case is the practitioner’s ingenuity and ability to suggest a good

solution and not the theory.'*® In addition to this difference, Kuhn believes that Popper is

wrongly ascribing to the entire scientific enterprise (best characterized with the help of

the idea of normal science) what is peculiar just to revolutionary science. Again, the

testing of theories is pertinent only in extraordinary research when scientists attempt to

solve a prior crisis or want to decide between competing paradigms. Because normal

science discloses both the points where testing are required and the ways to perform the

tests, the right criterion of demarcation should be found within it, and not in testability as

Popper holds.

According to Kuhn, Popper is not a naive falsificationist though he may,

legitimately, be treated as one. This type of treatment is justified since Popper’s

admission of fallible test statements is “an essential qualification which threatens the

integrity of his basic position.” Moreover, Kuhn complains that, although Popper has

barred conclusive disproof, “he has provided no substitute for it, and the relation he does

employ remains that of logical falsification.”'*' If test statements are fallible, falsification

cannot be conclusive, because fallible test statements are used as premises in the

falsifying arguments. This makes falsification fallible (as are its basic statements). Kuhn

believes that, contrary to appearances. Popper advocates a methodology of conclusive

““ Briefly stated: “though tests occur frequently in normal science it is the individual scientist rather than

the current theory which is tested.” Ibid, p. 5

Cf. Ibid, p. 14. That would keep Popper committed to falsification as conclusive disproof
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falsifications and that there is no alternative to falsification as disproof This is

problematic for Popper since he is concerned not only with providing a criterion of

demarcation, which could be achieved by a purely syntactic method, but also with the

logic of knowledge that investigates the methods employed in the tests to which new

ideas must be subjected. Kuhn raises another problem related to the way test statements

are accepted on the basis of actual observations and experiments. He points out, correctly,

that the relation between test statements and hypotheses is a relation between statements,

hence is purely syntactic. But he thinks that syntactic (purely logical) considerations

alone do not suffice for testing. In actual research, Kuhn argues, we must consider also

the semantic (epistemic) relation between test statements and observations because we do

not merely want to relate sentences derived from a theory to other sentences. Moreover,

Popperian falsification, if correctly construed, should function in the epistemic and

methodological context. But, in Kuhn’s opinion. Popper evades clarifying whether

falsification can function in those contexts. Accordingly, Kuhn asks:

Under what circumstances does the logic of knowledge require a scientist

to abandon a previously accepted theory when confronted, not with

statements about experiments, but with experiments themselves? Pending

a clarification of these questions, 1 am not clear that what Sir Karl has

given us is a logic of knowledge at all. In my conclusion I shall suggest

that, though equally valuable, it is something else entirely. Rather than a

logic. Sir Karl has provided an ideology; rather than methodological rules,

he has supplied procedural maxims.'*^

In other words. Popper has not provided a Logic of Discovery, as promised.

Perhaps because he rejects ‘psychologism’ he fails to see that Logic of Discovery and

Psychology of Research, far from being in conflict, could (jointly) explain the processes

of science. If Kuhn’s analysis of the role of testing in science is correct. Popper’s mistake

42
Ibid, p. 15



85

is having transferred some special characteristics of the daily practice of research to the

extraordinary episodes where a scientific paradigm is superseded by another. It is here

where the psychology of knowledge can help us out. We may explain the growth of

science by appealing to common elements induced during the practice of normal science

in the “psychological make-up of the licensed membership of a scientific group . To

solve this shortcoming, Kuhn proposes to replace Popper’s logic of discovery and the

deductive testing of theories with his psychology of research and his emphasis on puzzle

solving. Because logic and experiment alone do not suffice, scientists are not motivated

by falsification; instead they want to solve puzzles'*"* and are ready to embrace a theory

that offers a coherent way to achieve this end while enjoying of a good deal of respect

among the community of practitioners.

Popper reacted to Kuhn’s criticisms in his paper “Normal Science and its

Dangers” and made some further comments in RAS. I will briefly analyze Popper’s

replies before moving on to my own evaluation of the debate. In the paper just cited.

Popper acknowledges many of the coincidences between his views and Kuhn’s, but also

warns us about what he considers Kuhn’s misinterpretations of his work. Popper claims

that he has not overlooked normal science (in favor of extraordinary research), let alone

Ibid, p. 22. The Popper-Kuhn debate can be cast along the two dimensions announced in the title of
Kuhn’s paper: logic vs. psychology, science vs. scientists, principles vs. institutions, and theory vs. reality.

However, as suggested above, those dimensions need not be in conflict but might be complementary. We
can see that this is a feasible project taking as an example the way formal theory and pragmatics

complement each other in philosophy of language. Mutatis mutandis, in scientific research we can strive for

something alike and retain falsifiability (a logical principle) as the core of the testing process while

construing the pragmatics according to what Kuhn’s theory has elucidated. Global changes may depend
more on the pragmatics, and yet the principle of each local decision as to whether a hypothesis is true or not

is still determined by the logical processes of falsifiability (unless corruption among the participants is

present). I owe this point to Chuang Liu.

The term ‘puzzle’ is meant to stress that “the difficulties which ordinarily confront even the very best

scientists are, like crossword puzzles or chess puzzles, challenges only to his ingenuity. He is in difficulty,

not current theory.’’ (Ibid, p. 5, n. 1).



86

has he overlooked that an organized structure provides the scientist’s work with a

problem situation. On the other hand:

‘[njormal’ science, in Kuhn’s sense, exists. It is the activity of the

non-revolutionary, or more precisely, the not-too-critical professional: of
the science student who accepts the ruling dogma of the day; who does not

wish to challenge it; and who accepts a new revolutionary theory only if

almost everybody else is ready to accept it -if it becomes fashionable by a

kind of bandwagon effect. To resist a new fashion needs perhaps as much
courage as was needed to bring it about.

For Popper, a good scientist must reject that kind of attitude since it is totally

incompatible with a critical view and promotes indoctrination and dogmatism. Moreover,

Popper thinks one ought to be sorry for any scientist who has such an attitude. He also

expresses a dislike for Kuhn’s notion of normal science, and his disagreement with the

kind of uncritical teaching that Kuhn claims takes place in the training of ‘normal’

scientists. Popper also argues that the existence of a dominant paradigm and Kuhn’s

reconstruction of a scientific discipline in terms of a sequence of predominant theories

with intervening revolutionary periods of extraordinary research, may be appropriate for

a science like astronomy but it hardly does justice to history of science in large part. In

particular, it does not fit the continuing interaction among several theories of matter that

has been taking place since antiquity.

A big difference between Popper and Kuhn is that the latter holds that the

rationality of science presupposes the acceptance of a common framework. According to

Kuhn, rational discussion is only possible if we agree on fundamentals and have a

common language and a common set of assumptions. But Popper has criticized and

rejected this view because it degenerates into relativism. It also confuses discussing

Popper. “Normal Science and its Dangers”. In: Criticism and the Growth ofScientific Knowledge. (Op.

Cit) p. 52.
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puzzles within a commonly accepted framework with the false claim that a framework

itself cannot be rationally criticized. This error, which Popper calls the Myth ofthe

Framework, is a logical mistake that precludes those who commit it from subscribing to

an objective theory of truth. Thus, rather than being restricted to a single framework,

science benefits from the comparison and the discussion between competing frameworks.

To summarize Popper writes:

Thus, the difference between Kuhn and myself goes back, fundamentally

to logic. And so does Kuhn’s whole theory. To his proposal: ‘Psychology

rather than logic of Discovery’ we can answer: all your own arguments go
back to the thesis that the scientists are logically forced to accept a

framework, since no rational discussion is possible between frameworks.

This is a logical thesis -even though it is mistaken.'*^

In RAS, Popper tackles the widely entertained view that the facts of science refute

Popper’s philosophy, and Kuhn has made that point explicit. On the contrary, concerning

the signifieance of falsification for the history of science. Popper thinks that his own

views and Kuhn’s coincide closely. Once more. Popper makes clear that he has

repeatedly acknowledged the role of theory in observation (there is no “neutral

observation”) and that “it is impossible to produce an unquestionable ‘disproof of an

empirically scientific theory.”"*^ When Kuhn asserts that no historical process resembles

“the methodological stereotype of falsificationism” by direct comparison with nature, he

is right insofar as he has in mind the stereotype of falsification by direct comparison with

nature, something about which Popper’s theory says nothing. But this assessment

(whether appropriate or not) is against a stereotype of Popper’s view and proves

Ibid, p. 57. For a more articulated discussion of the myth of the framework see MF: 33-64

RAS: xxxiii. Popper has vigorously protested the label of ‘naive falsificationist’ as used by Kuhn. In the

following page he points out the queemess of Kuhn’s position. It is like claiming (Popper says in a parallel

argument) that someone is not a murderer, but can be legitimately treated as one. But of course, if there is

not guilt, it should not be any blame at all.
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innocuous when rehearsed against the real view. Perhaps Kuhn would be in a better

position if he made the distinction between naive falsificationism and fallibilism. As for

the latter, Popper is a convinced defender of the view that all knowledge remains fallible

and conjectural, and more importantly, that there is no final justification, either for

knowledge or for falsification. “Nevertheless we learn by refutations, i.e., by the

elimination of errors, by feedback. In this account there is no room at all for ‘naive

falsification’.”'**

Given the numerous points of coincidence between Popper and Kuhn, it is not

easy to evaluate the outcome of their debate.'*^ Since our interest here lies within the

scope of Kuhn’s arguments against falsifiability, we should determine whether his

criticism succeeds. It seems clear that many of Kuhn’s auxiliary arguments are

unwarranted. For example, since the theory of falsifiability rules out explicitly conclusive

disproof, it is not proper to accuse Popper of being committed to it. Nor is it charitable to

characterize Popper’s theory of science as an ideology of conclusive falsifications, if

Kuhn means by ‘ideology’ that such beliefs must be kept away from criticism.

On the other hand, what Kuhn takes as the right description of the procedures of

normal science (what he claims is an advantage of his own view of science over

Popper’s), namely that testing involves the scientist’s ingenuity rather than the scientific

theory, is misconceived. It betrays a verificationist attitude: the attitude of protecting a

theory (the corpus of current science) from refutation and being willing to sacrifice in its

Ibid, XXXV. Only naive falsificationism requires infallible test statements. By contrast, the fallible

character of test statements (which -in Popper’s theory- is a consequence of the fallibility that may affect

any step of scientific activity) seems to be needed under any minimally sophisticated interpretation of

falsifiability.

Gupta thinks that Putnam’s ‘internal realism’ settles the Popper-Kuhn debate. See: Gupta, Chhanda.

“Putnam's Resolution of the Popper-Kuhn Controversy.” Philosophical Quarterly, Vol. 43, No. 172 (1993)
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place the contingent ability of the scientist. A belief in a purportedly majesty of Science

that requires the disposal of individual talents for its own sake, goes in the opposite

direction of Popper’s description of science as an essentially fallible enterprise.^'’ The

problem, however, lies not in the incompatibility between Kuhn’s and Popper’s views in

this respect. Rather it is that the view according to which the process of testing examines

precisely the objective merits of scientific theories makes better sense of the scientific

enterprise than does the sociological study of science. We can dispel Kuhn’s worries

about the inconclusiveness of falsification by pointing out that falsification would be

fallible even ifwe subscribed to the naive falsificationist’s stringent requirement of

infallible test statements. As is widely accepted, error may enter into the process of

falsification at many different points, so banning it from the test statements would not

secure the conclusiveness of the whole process. Furthermore, it is not difficult to answer

Kuhn’s rhetorical question about the nature of falsification, what he posed with the intent

of denying there was an alternative to falsification as conclusive disproof I think that

Kuhn runs into this difficulty because he inadvertently ignores the distinction between

falsifiability and falsification and the role that each notion plays in Popper’s theory of

science. To produce a satisfactory answer we only need to appeal to the distinction

between these two notions. It may be true that the second notion usually calls for

conclusive disproof. But the first notion admits of more interpretations and, in particular.

Kuhn seems to have trouble understanding that fallibilism (about knowledge and test statements) is

perfectly consistent both with the definitive standards of a stringent criterion of demarcation and with the

rationality of decisions about testing. As D’Amico nicely puts it “[f]allibilism shows that dogmatism or

certainty about knowledge is irrational, but does not lead to total or self-defeating scepticism because of the

ability to disprove theories by logical refutation.” D’Amico, Robert. Historicism and Knowledge. New
York: Routledge, 1989, p. 25
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it gives us a way to cast doubt on the epistemic status of a theory and it promotes its

rational discussion. Let us turn now to Kuhn’s main argument.

To begin, premise (1) is highly questionable. Assuming that what Kuhn calls

‘anomalies’ represent properly a falsifying hypothesis, the claim seems either false or

self-defeating. It is obviously false that scientists never treat counter-instances as such.

But it is also self-defeating to hold that though falsifying hypotheses do refute a theory,

scientists overlook it. Perhaps Kuhn may have in mind a less controversial use of (1). For

example, scientists are prone to ignore anomalies until there is no alternative but to

acknowledge them (either because a new theory becomes available, or because it is

impossible to deny the clash). But this interpretation of (1) talks about what scientists

may or may not do, instead of telling us what would be rational to do. It is precisely

rationality with which Popper’s theory is concerned. In other words, Kuhn’s claim in (1)

may contain a true description of the behavior of scientists who face a refuting instance,

but poses no challenge to Popper’s notion of falsifiability which might still be right

despite the actions of researchers.

Kuhn’s second premise suffers a similar ailment. The claim that scientists refuse

to declare a theory refuted until there is an alternative candidate is exaggerated and, I

suspect, false. Consider a scientist who entertains a hypothesis in a completely new field.

Would the scientist simply refuse to abandon his/her hypothesis if it were categorically

refuted by experiment because there is no alternative candidate?

While premise (3) is less problematic, it gives little support, if any, to Kuhn’s

conclusion. Setting aside the difficulty of giving a precise definition of what the locution
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‘essential role’ amounts to, should one give preference to the role of paradigms over

experiment and testing when evaluating and selecting theories?

Finally, Kuhn’s last premise is equally disputable. There are cases of theory

rejection which do not involve any reference to paradigms or ways to solve puzzles. I

find it perfectly correct to reject a theory because it fails to account properly for empirical

facts, regardless of the ways it may solve puzzles.

In conclusion, Kuhn’s criticism is inadequate. His general criticism might be

defensible, but only insofar as it targets a stereotype which Popper needs not adopt.

However, even if directed to the full-blown notion of falsifiability, the fact that premise

(1) is false, renders his argument unacceptable.

3.3.2 Lakatos: Sophisticated Falsificationism

Lakatos criticized his teacher’s philosophy of science at length. Since there are

only minor changes and refinements from one paper to another, I shall draw material

mainly from: “Popper on Demarcation and Induction” and “Falsification and the

Methodology of Research Programmes.” In the latter work, Lakatos introduces several

terminological distinctions. He speaks about “naive dogmatic falsificationism” (which is

equivalent to Kuhn’s “naive falsificationism”) for the view that all scientific theories are

fallible, whilst there are infallible test statements. He uses the locution “methodological

falsificationism” to describe a kind of conventionalism about test statements. Then

Lakatos proposes “sophisticated falsificationism” a position that improves over the two

earlier methodologies and that forms his own theory of science, cashed out in terms of

how it applies to series of theories or research programs. In Lakatos’s opinion, any

philosopher who takes the point of departure from inherently infallible test statements is a

“dogmatic falsificationist.” By contrast, a conventionalist who takes as point of departure
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test statements that are deliberately agreed upon as true is a “naive methodological

falsificationist.”

To make finer distinctions, Lakatos also introduces the terms “Poppero”,

“Popper i”, “Popper2” and the “real Popper.” These are supposed to refer to different

stages in his former teacher’s philosophical evolution; though the reader might get a bit

confused here since “Poppero”, the dogmatic falsificationist, does not exist. According to

Lakatos, “Poppero” is just an imaginary author, a “ghost” or a “strawman” invented by

Popper’s critics. On the other hand the “real Popper” is a mixture of “Popperf’, the naive

or conventional falsificationist, with “Popperi”, the sophisticated falsificationist, and can

be located in a good deal of Popper’s published thought.

For my purposes here, a sketch of the fundamentals of Lakatos’s assessment

should suffice. Lakatos is not satisfied with Popper’s criterion of demarcation for, if

strictly applied, it leads to the best scientific achievements being unscientific. On

Lakatos’s opinion, psychoanalysis and Newtonian science are on a par as far as their

respective inability to set forth experimental conditions that, if obtained, would force

supporters of one or the other to give up their most basic assumptions.^' The claim that

any fundamental theory is conclusively falsifiable is false. Hence, Popper’s own

philosophy is refuted. As a consequence. Popper’s recipe for the growth of science

(boldness in conjectures and austerity in refutations) does not yield good criteria for

“’What kind of observation would refute to the satisfaction of the Newtonian not merely a particular

Newtonian explanation but Newtonian dynamics and gravitational theory itself?’ The Newtonian will, alas,

scarcely be able to give a positive answer.” Lakatos. “Popper on Demarcation and Induction.” p. 247 In:

The Philosophy ofKarl Popper, (op. cit.) 1 am afraid that Lakatos’s implicit conclusion overstates the

normative component in Popper’s theory of science. Mutatis mutandis, a similar question can be posed to

any philosophy of science obtaining comparable results. But difficulties to fit exactly a particular

methodological rule hardly prove the inadequacy of any philosophy of science.



93

intellectual honesty. On the other hand, Lakatos maintains that Popper conflates two

different positions about falsification: “naive methodological falsificationism” and

“sophisticated falsificationism.” To briefly explain these positions and evaluate Lakatos’s

accusation, we first need to understand “dogmatic falsificationism.”

“Dogmatic falsificationism” admits that all scientific theories are fallible, without

qualification, but attributes infallibility to the empirical tests. It recognizes the conjectural

character of all scientific theories and the impossibility of proving any theory. Lakatos

thinks that such a view is justificationist, given its strict empiricism. By settling for

falsifiability, dogmatic falsificationists have a modest standard of scientific honesty. They

also hold that the repeated overthrow of theories with the help of hard facts produces the

growth of science. According to Lakatos, two false assumptions, conjoined with an

insufficient criterion of demarcation, support this position. The assumptions are:

(a) the existence of a natural, psychological, borderline between

theoretical and observational propositions and

(b) that any proposition that satisfies the (psychological) criterion for

being observational (factual) is true.

Lakatos appeals to Galileo’s observations of the moon and the sun to show that

psychology renders false the first assumption while logic speaks against the second. His

argument runs as follows: Galileo considered the old theory that celestial bodies were

faultless crystal spheres refuted because he observed mountains in the moon and spots in

the sun. But his observations were not observational in the sense of having being made

with the pure, unaided senses. They were obtained with an instrument which reliability

Lakatos offers what he takes is a more suitable alternative: “The best opening gambit is not a falsifiable

(and therefore consistent) hypothesis, but a research programme. Mere ‘falsification’ (in Popper’s sense)

must not imply rejection. Mere ‘falsifications’ (that is, anomalies) are to be recorded but need not be acted

upon.” Lakatos. “History of Science and its Rational Reconstructions.” In: Scientific Revolutions. Ian

Hacking (Ed.) Oxford: Oxford University Press, 1 98 1
.
p. 116 (references suppressed).
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was in question. Since Galileo did not have an optical theory to validate his telescopic

observations, nor did he have any means to confer legitimacy to the phenomena observed

and to assure the reliability of his optical data, he was not in possession of an infallible

test statement. Hence, we do not have a case of refutation. Rather, we have a

confrontation of Aristotelian observations (made in the light of a well-articulated theory

of the heavens) against Galilean observations (made in the light of his optical theory). We

have two inconsistent theories. The upshot is that “there are and can be no sensations

unimpregnated by expectations and therefore there is no natural (i.e., psychological)

demarcation between observational and theoretical propositions.''^^

The second assumption of dogmatic falsificationism is false because there is no

way to prove any factual proposition from an experiment. ‘Observational’ propositions

are not indubitably decidable. Thus, all factual propositions are fallible. On the other

hand, since propositions cannot be derived from facts but only from other propositions (a

point of elementary logic that Lakatos thinks few people understand), it turns out that a

clash between a theory and a factual proposition is mere inconsistency rather than

falsification. In conclusion, the distinction between theoretical propositions and empirical

propositions falls apart: all propositions of science are both theoretical and fallible.

Lakatos then argues that even if his evaluation of assumptions {a) and {b) above

were wrong, no theory would ever meet the criterion of falsifiability in the sense of

prohibiting an observable state of affairs. Lakatos tells how a Newtonian scientist

confronted with the anomalous behavior of a planet is able to engage in an endless

process of inventing ingenious conjectures instead of considering every deviation from

Lakatos. “Falsification and the methodology of Scientific Research Programmes” In: Criticism and the

Growth ofKnowledge. Lakatos & Musgrave (Eds.) Cambridge: Cambridge University Press, 1970, p. 99
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the predicted values as an instance of a state of affairs prohibited by the theory. In other

words, the Newtonian scientist saves the theory from falsification by tirelessly

introducing auxiliary hypotheses as needed.

Lakatos is ready to admit that some theories can be formulated in such a way that

they forbid a ‘singular event’ on the assumed condition that no other factor has any

influence on it. But interpreting a scientific theory as containing this type of ceteris

paribus clause only gives us the falsification of the specific theory together with the

clause. It only yields the clash between the theory and the conjunction of a basic

statement (which describes the ‘singular event’) with a universal nonexistence statement

(which states that no other relevant cause is at work). The problem for the latter is

twofold: (i) the nonexistence statement is not observable and cannot possibly be proved

by experience (hence it does not belong to the empirical basis) and (ii) any conclusive

disproof will collapse as soon as one accepts the replacement of the ceteris paribus

clause. In other words, conclusive falsification is a myth.

In contradistinction to Popper, Lakatos thinks that irrefutability, in the sense of

tenacity of a theory against empirical evidence, should become the hallmark of science.

Moreover, anyone who accepts dogmatic falsificationism (i.e., the demarcation criterion

and the idea that facts can prove factual statements) should reach the exact opposite

Cf. Ibid, p. 102. In the absence of conclusive disproof and without a clear-cut distinction between theory

and empirical basis, the dogmatic-falsificationist criterion of demarcation breaks down. Now, if a refuting

instance is interpreted as indicating that there may be another cause operating simultaneously, tenacity of a

theory against empirical evidence would become a plus, for in Lakatos’s view, it could foster the

development of the theory in new fields. This conclusion, however, appears to be mistaken. If the aim of

science is the search of truth -as Popper maintains- it is hard to see how refusing to accept refutations by
way of modifying the ceteris paribus clause might give us an appropriate succedaneum for this aim. In

other words, one may suspect that a theory that faces non-problematic counter-instances is false, hence

recommending tenacity against empirical evidence (by calling it a desirable feature of a theory) does not

get us any closer to the truth.
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conclusions that Popper endorses: the dogmatic falsificationist would have to consider

the most important scientific theories ever proposed as metaphysical; would be forced to

redefine completely the notion of scientific progress (denying that we have reached any

real progress so far) and lastly, would be compelled to admit that most of the work done

in the history of science is irrational. Dogmatic falsificationism leads to rampant

skepticism:

If all scientific statements are fallible theories, one can criticize them only

for inconsistency. But then, in what sense, if any, is science empirical? If

scientific theories are neither provable, nor probabilifiable, nor

disprovable, then the sceptics seem to be finally right: science is no more
than vain speculation and there is no such thing as progress in scientific

knowledge.

Methodological falsificationism, a brand of conventionalism, provides an answer

to the questions that dogmatic falsificationism cannot solve. Whoever upholds the former

accepts certain basic statements as true. But this acceptance is not hypothetical or

temporal, it makes those statements unfalsifiable by “fiat”; that is, treats them as

infallible by conventional decisions. According to Lakatos, this is Popper’s position. It is

different from the view of the traditional conventionalist who thinks some statements are

known to be true, because Popper accepts some spatio-temporal singular statements

(which anyone well trained in the relevant technique can single out) as true by agreement.

The methodological falsificationist applies the (fallible) theories, in the light of

which he interprets the facts, as unproblematic background knowledge while the testing

is performed. In this respect, the methodological falsificationist uses successful theories

as extensions of the senses and widens the range of theories that can be used in testing.

55
Ibid, p. 103
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compared with the limited range of the dogmatic falsificationist.^^ The methodological

falsificationist takes a heroic stance: in order to escape skepticism he is willing to grant

observational status to a theory by accepting certain test statements as true but fallible,

without making any concession to justificationism. In this way, he appeals to the

empirical basis but is not committed to its foundational charaeter. Furthermore, he

provides methodological rules that lead to the rejection of a falsified theory, but unlike

the dogmatic falsificationist (who conflated rejection and disproof), he maintains that

fallibilism does not put any limits on the critical attitude. Some statements are the basis of

tests in spite of being fallible. While we can appreciate the courage of such a hero, from

an intellectual point of view the situation is far from satisfying. After pointing out that the

methodological falsificationist has to deal also with the problems of the ceteris paribus

clause, Lakatos asks if those who advocate decisions are not “bound to be arbitrary.””

Though the Popperian thread may lead to the right methodology, both dogmatic

falsificationism and methodological falsificationism are mistaken. But there is no need to

despair: Lakatos’s own sophisticated falsificationism (in the spirit of that thread) is

supposed to solve the difficulties. Instead of focusing on isolated theories, Lakatos

^^Cf. Ibid, p. 106-107

” If the conventionalist decisions of the methodological falsificationist are made as Lakatos represents

them, they are in fact too arbitrary. But Lakatos has a recipe to avoid this flaw and overcome the

shortsighted idea that a test is always a confrontation between theory and experiment. Since a competing
theory must enter the testing scenario, basic statements should be accepted in accordance with a “research

programme”, that is, in accordance with certain pre-arranged theoretical considerations. This takes us to

“sophisticated falsificationism” which differs from naive dogmatic falsificationism: “both in its rules of

acceptance (or ‘demarcation criterion’) and in its rules of falsification and elimination. For the naive

falsificationist any theory which can be interpreted as experimentally falsifiable, is ‘acceptable’ or

‘scientific’. For the sophisticated falsificationist a theory is ‘acceptable’ or ‘scientific’ only if it has

corroborated excess empirical content over its predecessor (or rival), that is, only if it leads to the discovery

of novel facts.” See: Ibid, p. 116 (footnote suppressed) Cf also “Lectures on Scientific Method.”(p. 104)

in: Motterlini, Matteo. (Ed.) For and Against Method. Imre Lakatos and Paul Feyerabend. Chicago: The
University of Chicago Press, 1999.
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considers progress and testing through series of theories (what constitute a research

programme). In addition, sophisticated falsificationism reduces the conventional element

in falsification rescuing methodology and scientific progress. On the other hand,

falsification can be carried out only in the light of series of theories, where each

subsequent element of the series is the result of adding auxiliary clauses to the previous

theory or is a semantical reinterpretation of it. Only ifwe have a (better) competitor can

we consider a theory as refuted. Otherwise, we should dismiss the clash of the theory

with the experimental results since no theory is falsifiable2 by any finite set of factual

observations. Just as Pierre Duhem argued it, there are no crucial experiments that can

conclusively falsify a theory and thus it is always possible to rescue it by introducing

auxiliary hypotheses or reinterpreting its terms. Finally, sophisticated falsificationism

applied to test situations that involve a series of theories is more congenial to history of

science and can accommodate the “infantile diseases” of science such as inconsistent

foundations and the occasional introduction of ad hoc hypotheses which Popper’s

methodological falsificationism rules out.'”’^

I shall argue that Lakatos’s objections against falsifiability are unconvincing and

misinterpret Popper. Let me begin with the dual contention that there are no genuinely

falsifying instances and that Popperians either take test statements as infallible (which

seems to contradict the principles of rational criticism) or declare them true by arbitrary

Cf. Duhem. The Aim and Structure ofPhysical Theory. Princeton: Princeton University Press, 1954.

Chapter VI, Sections 1 and 10.

” Lakatos formulates his response to the question: How does science progress? in terms of the notion of

research programmes in which an amended criterion of demarcation may solve the problems of unfit

varieties of falsificationism. In his opinion, this formulation represents a shift from the aim of naive forms

of falsificationism (the appraisal of a theory) to the problem of how to appraise series of theories. The
acceptance of basic statements as conventions may be extended to universal statements to foster scientific

growth. See: Lakatos. “Popper on Demarcation and Induction.” (op. cit.) p. 248
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convention (which commits them to skepticism). As explained above, Lakatos argues for

the first part of this contention by appealing to Galileo’s astronomical discoveries which

he uses both to discredit the theoretical/observational distinction and as an example of the

uncritical use of a theory as background knowledge by the methodological

falsificationist. Lakatos’s analysis, however, is flawed in the following respects. First, the

statement that Galileo was trying to refute the old theory about the perfect character of

the celestial bodies is inaccurate. This issue was not central in the debate on the

Copernican system which Galileo wanted to support. It is true that the old Aristotelian

idea of the perfect nature of celestial bodies was in disrepute (mainly after speculations

by Nicholas of Cusa and Giordano Bruno) and telescopic observations could have given

basis to an empirical refutation of such an idea, but this is by no means the important part

of Galileo’s own report of his astronomic observations. No argument on this matter

appears in the Sidereus Nuncius. The topic is just an aside in the Letters on Sunspot

and occupies a secondary place in some of Galileo’s personal correspondence. Second,

Lakatos’s misgivings about the observational status of the telescopic discoveries are

unjustified. He draws a sharp contrast between test statements compatible with Aristotle’s

cosmology and those invoked by Galileo. The former statements, Lakatos insists, though

part of a fully developed theory were obtained by ‘natural’ means. In contrast, the latter

did not have a suitable theoretical support and were not purely ‘observational’. Therefore,

Galileo’s telescopic observations were unreliable and theory dependent.

Cf. Galileo. “Letters on sunspots.” pp. 59-144 In: Drake, Stillman. (Ed.) Discoveries and opinions of
Galileo. Garden City: Anchor Books, 1957. Incidentally, the Italian scientist does not make a big deal of

the refutation of the Aristotelian doctrine of the immutability of the heavens. Galileo even speculates that

had Aristotle been in the possession of some sensory evidence on phenomena like the sunspots, he would
have formed a different opinion on the nature of the heavens, closer to Galileo’s own views.
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But even if this reconstruction were correct, Lakatos misses two points: (i) The

imperfections on the surface of the moon and the sun are observable with the unaided eye

and were known since ancient times. That explanations for these phenomena were false,

inadequate or feeble is an entirely different problem. Galileo mentions in his second letter

on sunspots that some spots had been observed as early as the time of Charlemagne and

he suggests to his correspondent an easy way to examine them with the natural senses. He

reports that medieval astronomers believed that the spot reported in the Annals ofFrench

History (Pithoeus, 1588) was produced by the interpolation of Mercury (then in

conjunction with the sun) and he notices that the Aristotelian theory might have deceived

astronomers into that false explanation. But he also adds that if more diligent work had

been put in the task, the right explanation would have emerged, (ii) Although the nature

of the instrument that Galileo used to make his astronomic observations combined with

the nonaccessibility of the heavenly bodies might have prompted rational doubts on the

reliability of the observations and their corresponding epistemological status, Galileo’s

analogy argument provided some rational support for the legitimacy of the observations

made with such an instrument. It was evident that the telescope, when applied to

terrestrial objects, increased their size as much as a thousand times and made them appear

“more than thirty times nearer than if viewed by the natural powers of sight alone.

Since these effects were related to the size and distance of the objects observed, it was

sensible to think, as Galileo’s argument suggests, that extremely distant objects which

were visible to the unaided eye, should not increase their apparent size dramatically and

Galileo. The Sidereal Messenger. London; Dawsons of Pall Mall, 1961. p. 11 The discussion on the

reliability of instrument-aided observation as compared to natural vision has a long history. For an

illuminating treatment see: N. Steneck and D.C. Lindberg: “The Sense of Vision and Origins of Modern
Science” in: D.C. Lindberg, Studies in the History ofMedieval Optics. London: Variorum Reprints, 1983.
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by the same token, that very distant objects -rendered visible by the instrument- were

real. Only sheer prejudice about the unique nature of celestial bodies persuades Galileo’s

opponents of the unreliability and lack of scientific value of the telescopic observations.

Assuming my points above are well taken, they illustrate how certain test

statements do refute a theory, although its refutation may not have been the primary

intention of a scientist. Setting aside the complex debate about the reliability and

significance of Galileo’s astronomical discoveries (as well as the problems pertaining to

the Copernican theory), if the whole episode does not constitute an instance of theory

refutation I do not know what does it. On the other hand, it seems odd to claim that

Galileo regarded those observations as infallible, let alone true by convention. Nor should

a Popperian be committed to interpret them in those terms. Based upon his own

experience, Galileo positively thought that the telescopic observations could be improved

on as better-designed instruments became available, therefore there are other

interpretative choices open to scientists. Finally, this historical episode can hardly give

support to Lakatos’s claim according to which there is no genuine distinction between

theoretical and observational propositions. Galileo’s case will not validate therefore

either of Lakatos’s rejections of the two first varieties of falsificationism. Though one can

say, in Lakatos’s defense, that some of his strictures are not mistaken. I turn now to an

examination of the subsidiary arguments expounded in the first part of this section.

It is important to mention that Lakatos neglects the distinction between

occurrence and event and that this confusion affects his argument against falsification

“ The reader must be aware that Popper endorses a weaker claim about the theoretical/observational

distinction, according to which observation is theory laden. This, however, should not be confused with my
criticism of Lakatos’s treatment of such distinction. My point (that Galileo’s case does not support

Lakatos’s argument) still holds.
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based on the alleged failure of scientific theories to forbid possible states of affairs,

except in the narrow sense of theories with ceteris paribus clauses. Although Lakatos

uses the locution ‘singular event’, the context of his discussion reveals that he is talking

about occurrences. For these and only these are indexed to particular spatio-temporal

regions in Popper’s theory, and as I explained in Section 3.2.2 above, falsifiability needs

to be reformulated in terms of events which are more general (universal) than mere

occurrences. In other words, the notion of falsifiability that Lakatos is attacking under the

label of “dogmatic falsificationism” is one that Popper does not hold, except for the

purposes of introducing some theoretical distinctions. On the other hand, even if

Lakatos’s criticism could be reworked in such a way that it applies to the right construal

of falsifiability, I think it misses the point. The ceteris paribus clause seems to be rather a

metaphysical assumption (just as the claim of the regularity of nature). The fact that a

theory can be reformulated by replacing these clauses is not a problem since falsifiability,

in any case, is subject to revision under Popper’s view. However, if what Lakatos has in

mind is that it is always possible to save a theory from falsification by introducing ad hoc

hypotheses and making conventionalist moves (as one might think from his example of

an observed black swan as unable to refute the statement “all swans are white”), then he

is simply refusing to accept the principles of Popper’s theory where both these ways of

defending a theory have been ruled out. As for the complaint that no falsification is

absolutely conclusive. Popper recognized this point in several places and it does not

require any additional comment.

Lakatos’s remedy for falsificationism can be disputed. To begin with, Lakatos’s

sophisticated methodological falsificationism is not free of conventionalist tendencies
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either. I do not intend to offer a tu quoque argument against Lakatos, but since he

stresses this alleged failure in Popper he can be criticized for making a similar mistake.

According to Lakatos, test statements should be accepted in accordance with a research

program. But is not a research program accepted by agreement, in the first place? Now,

Lakatos admits that, regarding the empirical basis, sophisticated falsificationism shares

the difficulties faced by naive falsificationism.^^ He thinks he is better off though

because the conventional element in his methodology can be mitigated by an appeal to a

procedure. But I fail to see how distinguishing degrees of conventionalism is going to

help his case or how the ‘appeal’ procedure is radically different from Popper’s pervasive

fallibilism. Ifmy reading of Lakatos is correct, his own solution to the problem of the

acceptance of basic statements turns out unsatisfactory.

Furthermore, Lakatos misinterprets Popper’s stance on the reasons to accept basic

statements. Popper has not claimed that we should consider these statements as infallible

by agreement. He has claimed something entirely different. He holds that test statements

should be falsifiable at their turn. But for the purposes of avoiding an infinite regress (the

regress that afflicts the justificationist), we should agree (in the cases where this is a

reasonable move) that some test statements are true (an agreement that is not immune to

revision). Popper’s solution (with its all-encompassing criticism) is clearly better than

Lakatos’s eclectic blend of voluntarism, pragmatism and a realist theory of scientific

growth.

“ Cf. Ibid, p. 131. Interestingly enough, four pages earlier he wrote “[w]e cannot avoid the decision which

sort of propositions should be the ‘observational’ ones and which the ‘theoretical’ ones. We cannot avoid

either the decision about the truth-value of some ‘observational propositions.’ These decisions are vital for

the decision whether a problem shift is empirically progressive or degenerating.”
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Lakatos’s brand of falsificationism is supposed to improve on Popper’s theory

both in its rules of acceptance and its rules of rejection. Moreover, only a theory that has

more (corroborated) empirical content than its predecessor qualifies as scientific, and

only if a fit competitor is proposed can a theory be falsified.^'^ But the first definition is

hardly a novelty in the processes of theory selection and theory replacement on Popperian

principles, and the second is inadequate. If a theory is proven false and no alternative is

available, it may be wise to retain it (as a known false approximation) but we certainly

need to declare it falsified regardless of how beneficial it would be, for the purposes of

the growth of science, to have a suitable competitor. A similar problem affects Lakatos’s

charge that Popper is forced to eliminate any theory that has been falsified. This

overstates Popper’s view. Such a theory need not be eliminated in any situation in which

it would be more sensible to retain it. But this should not affect its logical status: though

retained, it is still a refuted theory.^^

Although this is a minor point, Kuhn’s and Lakatos’s independent attempts to

falsify Popper’s theory of science are misconceived and misleading. Popper’s theory is

not intended as a scientific theory, but rather as a metaphysical or a methodological

theory about science.

Cf. Ibid, p. 116. The fitness of the competitor, say ti, is determined by the satisfaction of three

requirements: (i) (2 has more empirical content than q; (ii) the empirical (unrefuted) content of q is a proper

subclass of the empirical content of ti\ (iii) some of the excess content of q is corroborated. None of these

requirements is an original contribution of Lakatos’s, they all appear in Popper’s later explanation of the

process of theory selection and replacement.

This accusation is a consequence of the more general charge that Popper conflates refutation and

rejection. In his “Replies to my Critics” (op. cit) Popper admits that he has talked about the latter when
discussing the former due to the needs of argumentation, but he explains carefully that falsification is a

logical matter whereas the rejection of a theory and the necessity to abandon it is a question of

methodology. What Popper really means is that a refuted theory has to be rejected as a contender for the

truth, not that it has to be abandoned as soon as is refuted.
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Finally, many of Lakatos’s points are supported by textual evidence taken from

Popper’s work, but the quotations ignore the relevant background and are taken in

isolation of clarificatory developments. Consider a simple example given by the motto:

science progresses by means of conjectures and refutations. It is frequently used and

given as a short statement of Popper’s views. But is misleading to take it out of context,

ignoring all the qualifications that the phrase has prompted, in order to show that as a

“pattern of trial-by-hypothesis followed by error-shown-by-experiment” breaks down.

3.3.3 Feyerabend: Epistemological Anarchism

Feyerabend’s criticisms of falsifiability follow a similar pattern to the objections

raised by Lakatos to whose revision of Popperian ideas he is sympathetic.^^ However,

Feyerabend’s own epistemology is closer to open irrationalism or at least to a sort of

liberalism as is expressed by his motto “anything goes.” For Feyerabend the progress of

science is fostered by epistemological anarchism, a view that advises the scientist to take

advantage of any methods that seem suitable for the particular conditions he is facing

(sometimes labeled also as methodological opportunism). It might lead, in some cases, to

reject theories, and in other cases, to defend them. This anarchism, though, has little in

common with political anarchism. It only resembles the latter insofar as it eventually

recommends going against the status quo and refusing to abide by any set of rules.

According to Feyerabend, any fixed set of methodological rules hinders the progress of

science and could even prevent its very birth.^^ That is precisely the problem of naive

^
For the close affinities between Feyerabend and Lakatos see their correspondence collected in:

Motterlini, Matteo. (Ed.) For and Against Method. Imre Lakatos and Paul Feyerabend. (op. cit.)

This shortcoming affects falsification. In particular, “... a strict principle of falsification or ‘naive

falsificationism’ as Lakatos calls it, would wipe out science as we know it and would never have permitted

it to start.” Feyerabend. Against Method. London: New Left Books, 1975. p. 176 (footnote suppressed)
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falsificationism, the essential part of Popper’s methodology on this reading. Feyerabend

reacts against the idea of conclusive falsifications and the corresponding strict principle

of falsification maintaining that this principle “is not in agreement with scientific practice

and would have destroyed science as we know it.”^^

According to Feyerabend, the demands of falsification Gudge a theory by

experience and reject it if it contradicts accepted basic statements) are useless because no

scientific theory can agree completely with the known facts. In addition, if Hume was

right in showing that no theory can be derived from experience, we better drop from our

epistemology any requirement about the dependence of theories upon facts along with

dictates about confirmation and empirical support (if made under the assumption that

theories can agree with facts). We should also revise our methodology making room,

inter alia, for unsupported hypotheses. Accordingly: “[t]he right method must not contain

any rules that makes us choose between theories on the basis of falsification. Rather, its

rules must enable us to choose between theories which we have already tested and which

are falsified.'"^'^

Feyerabend also holds that there is no clear-cut distinction between theories and

facts, nor is there a univocal definition of ‘observations’ or ‘experimental results’.

Moreover, all the material with which a scientist works (including laws and mathematical

techniques) is indeterminate, ambiguous, and parasitic upon the historical context. This

material is contaminated with (theoretical) principles (often times unknown), and

extremely difficult to test if known. For example, test statements (insofar as they are

Ibid, p. 171

® Ibid, p. 66
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‘observational’) are the result of the combination of ‘sensation’ and ‘interpretation’/® But

the interpretation of sensations is made in accordance with some theory. This

interpretation is not the result of a conscious act since one is often not aware of

distinguishing between ‘sensation’ and ‘interpretation’. Feyerabend stresses that noticing

a phenomenon and expressing it with the help of the appropriate statement are not two

separated acts, but one. By contrast, producing an observation statement consists of two

very different psychological events: (i) a clear and unambiguous sensation and (ii) a clear

and unambiguous connection between this sensation and some parts of the language.

Inspired by Bacon, Feyerabend calls ‘natural interpretation’ those mental operations (so

closely related with the senses that they come just after their operation) and he explains

that many epistemologists have considered them as prejudices (or a-priori

presuppositions of science) that need to be removed before any serious examination can

begin. Nonetheless, what usually occurs is that they are replaced by different (sometimes

competing) natural interpretations.

Natural interpretations are a constitutive part of observational fields and thus part

of science. Without them, Feyerabend maintains, one could neither think nor perceive.

Consider what would happen to anyone who attempted to approach the world in such a

way: “.
. . it should be clear that a person who faces a perceptual field without a single

natural interpretation at his disposal would be completely disoriented, he could not even

start the business of science.”’ ' For this reason, he concludes, the intention to start from

™ It is assumed that test statements involved in ‘arguments from observation’ are firmly connected with

appearances, but this is not the case: “theories ... which are not formulated explicitly enter the debate in the

guise of observational terms” Ibid, p. 75 (parentheses suppressed)

Ibid, p. 76. Compare with Popper’s frequent pronouncement about the impossibility of making
observations without a proper conceptual framework.
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scratch is self-defeating. On the other hand, it is not possible to unravel the cluster of

natural interpretations without circularity, unless one appeals to an external measure of

comparison. A fortiori, it is not possible to criticize test statements (which are firmly

entrenched in natural interpretations) without introducing a new interpretative theory. But

then, conflict between a test statement and a theory need not lead to conclusive

falsification (or to the elimination of the natural interpretation that causes trouble) but

may lead to replacement of the offensive interpretation for another just “to see what

happens.” Hence, Popper’s criterion of demarcation -with its dependence on test

statements and its reliance on critical discussion- is inapplicable to science. Let us see

why.

According to Feyerabend, the main principles of Popper’s theory of science “take

falsification seriously; increase content; avoid ad hoc hypotheses; ‘be honest’ ... and, a

fortiori, the principles of logical empiricism . .
.

give an inadequate account of the past

development of science and are liable to hinder science in the future.”^^ Both principles

fail to account for the development of science because science is more ‘sloppy’ and

‘irrational’ than any methodological reconstruction can capture; they hinder the future

progress of science because attempts to make science more precise and rational wipe it

out. Given my concern in this chapter, let us isolate Feyerabend’ s qualms about

falsifiability. Briefly stated, he claims that it is not possible to exercise critical rationalism

on test statements because they are theory-dependent. If this is the case, the Popperian

would have to embrace naive falsificationism which would give us a very impoverished

methodology and would leave us with no conclusive falsification. As an alternative to

72
Ibid,p. 179
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this view, one must use “irrational” and “anarchistic” methods such as propaganda,

rhetoric, and psychological tricks. Feyerabend thinks (and so does Kuhn, as we saw) that

a method that relies on falsificationism or sheer criticism is impossible due to the

theoretical frameworks that are used to interpret sensations and to arrive at test

statements. Thus, the best alternative to naive falsificationism is epistemological

anarchism.

Feyerabend does not offer a single structured argument to sustain the

aforementioned criticisms. He claims that history of science provides extensive support

for them. Accordingly, he proceeds to examine several historical cases that allegedly

illustrate how scientists frequently replace natural interpretations for other competitors to

fix the theory, how they introduce hypotheses ad hoc, etc. instead of behaving like

falsificationists who declare the bankruptcy of the theory when faced with the first

difficulty. For example, when Galileo dissolves the traditional observational objections

against the motion of the earth (which should qualify as test statements, at least under

Aristotelian physics) he admits the correctness of the sensory content of the observation

made and questions only the reality of that content. He claims one must try to uncover its

fallacy, that is to find a way to make the observation fit. To solve the difficulties, Galileo

replaces the natural interpretation that causes trouble to the Copernican theory for a

different interpretation; in so doing, he introduces a new observation language.

Since Feyerabend attributes such importance to historical cases in support of his

criticisms of falsification, 1 must comment on the tenability of such analysis.

Feyerabend’ s favorite example is Galileo, whom he sees as an “opportunist” (a label that,

” For a thorough discussion of this see D’Amico (op. cit.) p. 41 and ff.
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if rightly attributed to the Italian scientist, will discredit Popper’s reference to Galileo’s

observations of the heaven with the telescope as an instance of a case in which a

refutation led to a revolutionary reconstruction.)^"* On Feyerabend’s analysis, Galileo’s

defense of the Copernican system of the world is based on propaganda, methodological

opportunism, and epistemological anarchism. Feyerabend’s argument can be

reconstructed as follows. The Copernican system was able to explain and predict the

positions of the planets rather well. But the changes in the apparent size and brightness of

the planets, which were accessible to naked eye observation, did not conform to the

values predicted by the Copernican theory. Therefore, there were test statements (relative

to the size and brightness of the planets) that contradicted the Copernican theory. Since

there is no observational error involved (for naked-eye observations could have been

repeated ad nauseam with the same values that refute Copernicus) the only conclusion

left for the naive falsificationist is that Copernicus’s theory is false and must be rejected.

Feyerabend’s story explains why Galileo thought that the Copernican system was

false and rejected it. Then, after his observations with the telescope, Galileo noticed that

the changes in the size and brightness of the planets were, indeed, in accordance with the

Copernican theory. Since Galileo considered the telescope a “superior and better sense,”

he changed his mind based on the new observations and ceased to consider the

Copernican theory as “surely false.” Furthermore, Galileo solved the tension between the

reliability of naked-eye observation (which was out of question, from the point of view of

the tradition) and the reliability of the observations made with his recently developed tool

by means of a trick. Galileo limited himself to saying (dogmatically) that the telescope

74
Cf. RAS\ xxvi
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was reliable, disregarding the background knowledge and the common sense prevailing

in his epoch. Thus, we have a case of falsification based on naked-eye observation that

was not regarded as conclusive and that it was dismissed with no further ado until

independent and new test observations (that supported its dismissal) became available.

But the example also shows that every falsification is conditional on the truth of the test

statements, and that if we accept the test statements as fallible, then the falsification

performed on their basis should also be deemed fallible.

There are two components in Feyerabend’s argument. The first is directed against

Popperian epistemology, and simply stated says that Popper (as a naive falsificationist) is

committed to the view that test statements are infallible. The second concerns

Feyerabend’s interpretation of Galileo’s arguments to support the Copernican system and

Galileo’s own appraisal of the telescopic observations. I will show why both components

are ill-conceived. Let us start with the accusation of Popper’s commitment to the

infallible character of test statements. It cannot be supported on textual evidence nor does

it follow from Popper’s theory. I grant 1hai,primafacie, falsification seems to require the

stability of the truth value of test statements and that some readers find perplexing any

view that combines fallible test statements -which truth-values are subject to revision-

with falsification. But I think there is nothing to be perplexed about. As with any human

enterprise, falsification is also liable to err at any step. According to Popper, under

normal circumstances, there are clear instances of falsification and they are not

incompatible with temporal agreement about the truth-value of test statements nor with

the occasional necessity of revising our decision about such appraisals. On the contrary,

this procedure is an advantage of critical rationalism. In sum, the fact that fallible test
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statements re-transmit fallibility upon the corresponding falsification poses no problem

for Popper’s theory, since he has stressed both that test statements should be amenable to

empirical test and that one should be able to re-check the procedures in the testing

process, without having ever claimed that test statements need be treated as infallible.

Furthermore, when Popper commends the testing of test statements he does it under the

assumption that it enables us to avoid observational error. An astronomer can repeat his

telescope-aided observations of the heavens (as Galileo actually did) and then frame

some low-level hypothesis about the observations. Popper has emphasized that science

does not accept isolated test statements. Tests are accepted together with low-level test

hypotheses, which if falsified (or corroborated) will falsify (or corroborate) the

upper-level hypothesis that is being tested.

Feyerabend’s historical analysis of Galileo’s defense of the Copernican system is

found wanting. Though I am not a historian of science, studying some of Galileo’s main

works gives us evidence to reject Feyerabend’s key claims on the following counts.

First, Feyerabend’s statement about Galileo’s disbelief in the Copernican system prior to

his observations with the telescope is, to say the least, dubious, unless Feyerabend refers

to a very early stage in the development of Galileo’s scientific opinions, in which case the

statement is not relevant to the issue. In one of Galileo’s letters to Kepler (dated August 4

1597) the Italian scientist already expressed belief in the truth of the Copernican system.

Moreover, Galileo made his observations with the perspicillum between January 7 and

Feyerabend’s interpretation of many episodes of the history of science has been disputed on textual

evidence. Noticeable is his debate concerning the meaning of the so-called tower experiment (Galileo’s

thought experiments on falling bodies) with Machamer. 1 have dealt with Galileo’s work at certain length in

my: Historical Evolution ofScientific Thought (Universidad de Manizales: 1998).
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March 2 1610. When he published his Sidereus NunciusJ^ to report what he took as

“great and marvelous” discoveries to the academic world, he was persuaded that the

Copemican system was true. In addition, he dared to make his first public statement

supporting Copemicanism because he though that Jupiter’s moons and the phases of

Venus were empirical facts which corroborated Copernicus’s theory, the latter being a

clear refutation of Ptolemy’s theory. While I must set aside technical details about the

differences between the two competing theories (the Ptolemaic and the Copemican

systems of the world), I will summarize the issue in five points.

First, Galileo was opposing Aristotelian cosmology and Ptolemaic astronomy that

kept physics and astronomy as separate fields. To refute a substantial part of Aristotelian

cosmology, Galileo needed observations capable of falsifying the view of celestial bodies

as perfect entities. He found such tests in his observations of the moon. Second, views

concerning the perfect character of heavenly bodies had nothing to do with the truth of

the Copemican system, since he remained silent on this respect. If Galileo was hesitant

to subscribe publicly to the Copemican theory, it should probably be attributed to the lack

of good empirical arguments supporting Copemicanism at that time.’’ It was not

reasonable for Galileo to engage in a public dispute without good arguments. Third, 1

have no idea how Galileo’s observations with the telescope yield any values that show

how the differences in apparent size and brightness of the planets can be accounted for by

Copernicus, since there is no place in the Sidereus Nuncius in which Galileo makes such

statement or gives any support to Feyerabend’s claim. Moreover, other than Galileo’s

The book was published on March 12, 1610 (a few days after Galileo’s last reported observation, so

eager he was to communicate his discoveries!). See: Galileo. The Sidereal Messenger. (Op. Cit)

By contrast, there were many common sense observations that supported the Ptolemaic system.
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trigonometric estimations of the height of the moon’s mountains and the detailed

description of the positions of the moons of Jupiter (for a period of two months scarce),

there are no measurements (nor estimates) of the position of any heavenly body in

Galileo’s book. Nor are there such measurements in the rest of the Galilean astronomical

treatises. Fourth, Feyerabend is surely right in his contention about the appraisal that

Galileo’s contemporaries could have made of the reliability of the observations (of

celestial bodies) aided only with the telescope, compared to the reliability of naked-eye

observations. Indeed, one could add on Feyerabend’s behalf that Galileo lacked an optical

theory (at least a correct and well-articulated theory) to explain the functioning of the

telescope. He simply disregarded Kepler’s optical theory (mentioned to Galileo by the

Imperial Mathematician himself in: A Discussion with the Sidereal Messenger, written as

a follow up to Galileo’s book). But this does not show that Galileo’s commendation of

the telescope and his confident appeal to his findings with this scientific instrument are

merely the product of propaganda, of an arbitrary decision, and of “epistemological

anarchism,” as Feyerabend holds. Disregarding the novelty of the scientific tool (and

surely it made its results suspicious at the beginning), there were independent and well

trained scientists who confirmed Galileo’s observations.^* Fifth, though some of his

contemporaries {e.g., Libri) not only discredited Galileo’s observations with the telescope

but also refused to use the instrument themselves (Galileo then initiated a vigorous

There were also amateurs who not only made numerous astronomical observations consistent with the

ones reported by Galileo, but were able to use them for practical purposes, such as solving the problem of

how to make an accurate estimate of longitude. The French courtesan De Peiresc is one such case. He used

his observations of Jupiter’s satellites to prepare tables which would permit observers stationed in widely

separated areas to compare their configurations of Jupiter’s moons and deduce from them the difference of

time and hence longitude. The fact that this project started as early as November 1610, supports the

contention that Galileo’s observations were quickly validated. For the whole story see: Chapin, S, “The
Astronomical Activities of Nicolas Claude Fabri de Pereisc.” Isis, Vol. 48, No. 1 (1957). 1 am indebted to

Robert Hatch for having called this rare reference to my attention.
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campaign to convince his friends and neutralize the criticisms of his enemies), this fact

does not show that he was relying exclusively in rhetoric or propaganda. It shows only

that when there are problematic auxiliary hypotheses involved they are usually discussed

in nonrational or nonorthodox ways.

To finish my discussion of Feyerabend’s criticisms, I would like to add a few

words on his contention that Galileo did not act as a naive falsificationist in regard to the

clash between the Ptolemaic model and his observations of the planets with the telescope.

If by this claim Feyerabend means that Galileo did not consider the Ptolemaic model

falsified as soon as he completed his first observation, then Feyerabend is right.

Incidentally, no Popperian would make such a claim either. But what happened in

Galileo’s case was, roughly speaking, that he identified several test statements which

conflicted with many claims of the traditional system of the world (as deseribed above)

and was able to offer better arguments to show that the theory (which was under heavy

critieism from several quarters) was evidently false. It would be erroneous, then, to deny

that after completing his observations of so diverse and meaningful celestial phenomena,

Galileo was in a position to regard the traditional view as falsified.

Feyerabend’s reference to the debate concerning the reliability of the observations

made through the telescope, although historically accurate, misconstrues the facts. From

such debate one might infer exactly the opposite lesson that Feyerabend draws. That

Galileo’s contemporaries were reluctant to accept his discoveries as the result of a

legitimate method and an appropriate scientific instrument only shows that they

participated in a critical discussion of test statements. But this is what Popper’s method
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commends. So, the whole episode can be understood (even better) from the point of view

of falsifiability.

3.3.4 Derksen: Falsifiability is Fake Cement

Though Derksen’s criticisms were not as influential or widely known as those

advanced by Kuhn, Lakatos or Feyerabend, 1 have decided to spend some time reviewing

his objections and responding to them because this is an author who, in general,

understands very well Popper’s philosophy of science. Indeed, his argumentative strategy

is to introduce the basie notions, show their interrelation, make Popper’s position as

strong as possible and then attack it with a charge that if true, it would be devastating:

falsifiability is a fake cement because Popper is guilty of ambiguity when he uses this key

notion in several passages. Though Popper himself has called to the attention of his

readers that a correct interpretation of his notion of falsifiability must leave room for two

senses (one logical, the other methodological), the charge seems, primafacie, correct.

Derksen considers that the essential concepts in Popper’s theory of science grow

organically out of the notion of falsifiability. Popper’s system, Derksen continues,

exhibits unity in the form of a “great chain of concepts” sprouted to falsifiability in which

the methodological coherence stands in an impressive way. The desiderata for a theory to

be the most falsifiable, the best testable, the most informative and the best corroborated

can be fulfilled at the same time. But the appearance of methodological unity dissolves

and the great chain breaks, when we discover a hidden ambiguity in the concept of

falsifiability:

For instance, the best testable theory, i.e., the theory which runs the

greatest risk of being refuted and so offers us the best chance to learn

something, and the best corroborated theory, i.e., the theory which we
have reason to believe is the closest to the truth, need not be the same
theory anymore. Additional requirements might seem to restore the unity;
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unfortunately, they only do so when some inductive assumptions are

made. That is, I argue that the impression of unity made by Popper’s

philosophy is due partly to a hidden ambiguity in his concept of

falsifiability and partly to suppressed inductive assumptions.^^

Having announced his critical point in this way, Derksen moves on to the

expository part of his paper. He summarizes Popper’s theory of science with the help of

three claims and their respective elaborations. The final product looks like this:

Claim I: only from our mistakes can we learn.

Claim II: the more falsifiable a theory, the better the chance of scientific

growth it offers.

Claim III: corroboration gives us a reason for believing that science has

come closer to the truth.

On Derksen ’s reading. Claim I implies that only through empirical falsifications

can science grow. It also means that the only method to achieve truth in science is the

method of bold conjectures followed by empirical refutations, through the critical

examination of our guesses. In this process, falsifiability (in the form of criticism) affords

us a way to escape from skepticism and irrationalism. Claim II means that a bolder theory

can be more easily refuted but offers the greater chances of learning something new, and

hence the greater chance for the growth of science. At the same time, it gives support to

the assertion that the best testable and most informative theory has also the greatest

explanatory power and the greater simplicity. According to Derksen, the foregoing seems

more impressive because it yields a picture of a science that grows in spite of the

Derksen, A. “The Alleged Unity of Popper’s Philosophy of Science: Falsifiability as Fake Cement.”

Philosophical Studies, Vol. 48 (1985) p. 313

Ibid, pp. 314, 315, 321. Derksen motivates this claim as an important component of falsifiability

invoking the relationship between testability and corroboration. He points out that since the best testable

theory offers the best chance to learn something, the best-corroborated theory (where falsification has not

been the outcome of testing) provides some reasons to believe that we have come closer to the truth. Of
course. Popper would replace the word “believe” in Derksen’s Claim III by the word “guess” or

“conjecture”.
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invalidity of induction, with the extra bonus of an attractive theory of rationality. Before

moving on to the next claim, however, Derksen explains why Popper needs to amend

slightly claim I. In the revised form, this becomes: “only from falsification, occasionally

preceded by corroboration, can we learn.” The motivation for such amendment is that we

need a reason to believe that we are producing better theories in the sense of making

progress towards the truth. For otherwise, ifwe were confronted with an endless

sequence of refuted theories this might mean that we have produced ad hoc theories,

which although having an increasing degree of testability, would not make any real

progress towards the truth. In short, without corroboration, as Popper writes, “science

would lose its empirical character.”^'

Derksen contends that giving corroboration such a role begs the question, since it

relies on Claim I (as well as on its amendment) and these claims assume that

corroboration achieves something. A similar argument, he continues, can be run in

relation to Claim II, since science would not grow in the Popperian sense, unless some

attempted falsifications fail, or in other words “unless we occasionally corroborate a

theory. In addition, Derksen maintains that Popper cannot substantiate Claim III. It is

by no means necessary that the best corroborated theory be the most falsifiable one, in the

sense that it is the one which could undergo the most severe tests. It could be the case that

Ibid, p. 318. Popper’s quotation comes from CR\ 263. 1 shall deal with Derksen’s qualms about

corroboration in the next chapter. For the time being, let me point out that Derksen’s remark about a series

of refuted theories of increasing falsifiability is a bit confusing. The elements of a sequence of refuted

theories (once refuted) have the same degree of testability. What one may argue is that they are formulated

in such a way that each subsequent theory is easier to falsify than its predecessor, so that, before

falsification, each member of the series has an increasing degree of falsifiability. However, there are hardly

examples of a series like that -assuming Derksen has in mind a series of theories where each member is a

modification of a previous element of the set, instead ofjust a bunch of false theories put together in a

series.

Ibid, p. 320.
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all the risky predictions had already been tried out to no avail and that only the less risky

predictions remain to be tested; that is, those that have a smaller chance of being

disproved. If this is the case, falsifiability is bound to decrease after each failed attempt to

falsify the theory {i.e., after every test which outcome is corroboration). Derksen finds

these results very problematic. He thinks that if only the less risky predictions remain to

be tested, this would prevent us from conferring upon the same theory the desirable

qualities of falsifiable and well corroborated and he considers odd the idea of decreasing

falsifiability (in the sense of testability). But we can dissolve Derksen’s worries. To block

the former it suffices to recall that what Derksen considers so problematic is exactly what

accounts for a theory having being highly falsifiable and becoming well corroborated

(these two properties are necessary counterparts). Though it is hard to imagine the ideal

case Derksen dreams of (high falsifiability cum corroboration), it is not impossible.

However, for the purposes of science one can welcome a theory well corroborated

although its degree of falsifiability does not look too impressive, provided it is

falsifiable 1. The problem of decreasing falsifiability is not very critical either. As

everyone familiar with Popper’s philosophy knows, the idea is right and has been

discussed at length in several places. In fact, Popper writes in CR: “the empirical

character of a very successful theory always grows stale, after a time” and makes clear

that this poses no problem for his theory of science as long as we understand falsifiability

as a property (in the sense of falsifiabilityi) and not as a measure (according to the two

senses carefully distinguished by him). In the former case, falsifiabilityi may diminish

but cannot possibly become zero unless the theory under consideration becomes

tautological, which does not seem to be the case for any known empirical theory.
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This way of resolving the problems does not satisfy Derksen who is now ready to

make his main point:

What Popper does not seem to realize, however, is that in the meantime a

number of different concepts of falsifiability have shown up: [a]

falsifiability as informative content (i.e., as the class of potential falsifiers)

and [b] falsifiability as testability (i.e., as the class of potential falsifiers

which have not been tested). Expressed in these terms, we have just

observed that a theory may be [c] highly falsifiable in the sense of having

a high informative content, and yet [d] may not be very falsifiable in the

sense that very few serious tests for the theory are left. (...) So, rather than

having one Great Chain of concepts all connected with the one and only

concept of falsifiability, we now have [e] two different concepts of

falsifiability, viz. informative content and testability, and a concept of

corroboration which is complementary to testability.*^

But there is more to be said. Even a third concept of falsifiability can be identified

in Popper’s philosophy; namely, falsifiability as the ease of falsification. According to

Derksen the conclusion suggests itself: “the choice of the best corroborated theory need

neither coincide with the choice of the best testable theory nor with the choice of the most

informative theory.”*'* At this point falsifiability melts and the Popperian finds himself

with no reason to choose among the most testable theory or the best corroborated theory,

or even the one that is easier to test. The last category is important because one can

imagine a case in which a bold theory might require tests so risky or so difficult to

perform that one has to give it up and prefer instead a competitor that is easier to test, and

this means that we cannot accomplish all our methodological wishes at the same time.

The Popperian cannot have his cake and eat it too.

It seems, after all, that Popperian epistemology is not exclusively fallibilist as we

may have thought. As seen, it seems to rely heavily on corroboration in order to account

Ibid, p. 323. Square brackets added.

Ibid, p. 324
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for the progress of seience. Moreover, according to Derksen, the projeet of achieving

methodological unity hy means of falsifiability collapses here. For Popper denies all

inductive assumptions in corroboration but claims that a well-corroborated theory has to

be considered as a good approximation to the truth. The problem is that corroboration

might not be inductive with respect to the past and the present, but it is inductive with

respect to the future. Popper maintained that when a theory withstands a series of very

varied and risky tests, it is ‘“highly improbable that this is due to an accident; highly

improbable therefore that the theory is miles from the truth.”*^ And this is all that

Derksen thinks he needs to support his argument, because he sees the ‘whiff of induction’

as the recognition that even Popperians have to accept the inductivist principle that the

future will be like the past. Otherwise, the distribution of a theory’s truth and falsity

contents will not stay so favorable for us.

I shall deal with the criticisms of corroboration in the next chapter. Let me focus

here on Derksen’ s claims on falsifiability. The gist of his criticism is that Popper uses the

concept of falsifiability in an ambiguous way. However, Derksen does not explore any

possible way to disambiguate the concept. He is convinced that Popper needs this

ambiguity plus some suppressed inductive assumptions to obtain the “great chain” that

secures the unity of his epistemology. Since Popper himself has disclosed two senses of

falsifiability and has given all the alternative definitions of the term, Derksen seems to be

making a fair point. However, I think Derksen’s criticism develops out of some

misunderstandings. To begin with, the distinction between [a] and [b] above is both

erroneous and pointless. According to Fsb2, a theory is falsifiable if it prohibits at least

Popper. “Replies to my Critics.” (op. cit.) p. 1041
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one event. But test statements that become corroborated are not (properly speaking)

members of the class of potential falsifiers iPF) of a theory. Derksen is confusing here

the story of a falsifiable theory that has withstood some tests with the requirements to

qualify it as falsifiable at any given moment. If Tn was falsifiable at to because it

prohibited event;;, one cannot say that;; is still in the class of potential falsifiers of Tn at

time ti, when,); has been corroborated. To count Tn as falsifiable at ti one needs to rely on

another potential falsifier. Derksen’s distinction is erroneous because testability amounts

to the feasibility of overthrowing a theory (if its informative content is high, then it could

be easy to falsify the theory) and is never expressed in terms of the PF that have not been

tested. That the PF have not been tested is a given (otherwise they could not be members

of such a class); how easy it is to test them is another matter, but certainly not

problematic in Popper’s theory. Derksen’s distinction is pointless, because [a] and [b], if

correctly understood, are interdependent. The nature of the PF yields both the

informative content and the ease of testability of the theory. Regarding clauses [c] and

[d] let me point out that they cannot be correct simultaneously. If Tn has a high degree of

falsifiability, it is because its class ofPF is larger than the corresponding class of a

competitor, or because it prohibits a great deal. But Tn cannot be highly falsifiable if it

does not have the relevant tests left, as stated in [d]. Here Derksen is confusing the two

senses of falsifiability: a theory can have a high degree of falsifiabilityi and never

become falsified, but this has been explained satisfactorily above. Finally, [e] is not very

precise. Informative content and testability are ways to cash out falsifiability, but they

hardly make two different concepts. Rather, they express interdependent logical

requirements.



CHAPTER 4

CORROBORATION

I do not believe that my definition of degree of corroboration is a

contribution to science, except, perhaps, that it may be useful as an
appraisal of statistical tests. Nor do I believe that it makes a positive

contribution to methodology or to philosophy -except in the sense that it

may help (or so I hope) to clear up the great confusions which have sprung
from the prejudice of induction, and from the prejudice that we aim in

science at high probabilities -in the sense of the probability calculus-

rather than a high content, and at severe tests. Popper, (RAS)

“Theories are not verifiable but they can be ‘corroborated.’” This is the opening

sentence of Chapter X ofLScD and expresses, in a very condensed way, the sharp

contrast that Popper wants to draw between his approach to science and any

verificationist approach. As discussed in the previous chapter, falsifiable theories make

negative predictions of particular states of affairs. In this sense, if such predictions fail to

be realized, then the theories become confirmed, well tested or corroborated.'

Corroboration only shows how well a theory has stood up to the tests up to a certain

moment of time, it does not indicate how well the theory will fare in the future, since it

' Before proceeding, let me make two terminological remarks. The first concerns the very term
“corroboration.” As Popper himself explains it in a footnote ofLScD (p. 251) and reiterates it in RAS (p.

228), he used sometimes the term “confirmation” to refer to the notion we are now discussing. The word
seemed to be appropriate to convey the idea that Popper had in mind (what to say of a theory that has

passed a severe test) and it was quickly accepted in the literature. Moreover, it was the word that Carnap
chose to translate Popper’s German expression “Grad der Bewahrung.” But it was not neutral enough to do
the job, and it soon showed strong and undesirable verificationist and justificationist associations. On the

face of these problems, Popper replaced “confirmation” by “corroboration” and has used the latter

exclusively ever since 1955. The second remark, which will be developed in due time, is related to the

dissociation between “corroboration” and “probability.” It must be clear from now on, that Popper
considers that any attempt to cash out corroboration in terms of inductive probability (which obeys the laws

of the classical calculus of probability) seriously misinterprets his theory of science. Though the association

between those two notions seems very natural, the reader must bear in mind that, according to Popper, a

good degree of corroboration never increases the statistical probability of a theory.

123
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might fail the very next test. We tend to favor those theories that are well corroborated

since they have proved to be capable of giving a good explanation of a certain sector of

reality and they have shown that they do not conflict with experience in those areas in

which the prohibited fact did not take place. Besides, when we have to choose between

competing theories, we prefer those that are better corroborated, provided they are also

testable. In the present chapter, 1 explain Popper’s notion of corroboration; examine the

most important objections formulated against this notion, and dispense with the charge

that corroboration is bound to presuppose induction, by showing that this is a

misconstruction of Popper’s proposal.

Popper’s initial characterization of this notion in LScD had a twofold motivation.

Firstly, Popper wanted to avoid, as much as possible, any discussion of theories or

hypotheses in terms of truth and falsity because, by this time, he regarded the notion of

truth as problematic and considered that he could formulate his account of science

without appealing to it.^ He was looking for a different notion to describe the degree to

which a theory or a hypothesis has survived a test. Furthermore, he wanted a notion that

could afford him his nonjustificationist stance, a notion that was not ‘ultimate’. Secondly,

as a result of his rejection of induction, he wanted to discredit the popular idea that

theories (or hypotheses), though they could not be proved true, could nevertheless be

^ Apparently, the joint requirement of high falsifiability with good degree of corroboration cannot be met.

This point is the subject of many criticisms and it defines an area where the possibility to develop

satisfactorily a fully falsificationist methodology is tested. 1 shall return to this point later.

^ In particular, he proposed to replace the concepts of ‘true’ and ‘false’ by logical considerations about

derivability relations. (See: LScD: 273-274) It was a few months after the publication of Logik der

Forschung, that Popper became acquainted with Tarski’s work and learned how to respond to the current

criticisms to the notion of truth. As Popper acknowledges it in several places, this changed radically his

views on truth and dispelled his reluctance to use the concept. Consequently, Popper incorporated Tarski’s

objective notion of truth into his own theory of science and adopted truthlikeness as a legitimate notion for

science.
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shown to be more or less probable. He was against ‘probability logic’ or the ascription of

degrees ofjustification to scientific statements. In particular, he thought that instead of

discussing the probability of a hypothesis we should be concerned with assessing its

performance in the testing situation. Let us recast Popper’s arguments against the attempt

to capture the notion of corroboration with the assistance of the theory of probability.'*

4.1 Corroboration and Probability of Events

Some supporters of induction have turned their attention to the frequency theory

of the probability of events for a means of avoiding the difficulties of verification.^ To

put it briefly, they claimed that though it is not possible to establish any (universal)

statement with certainty; it is possible to determine its degree of probability within

tolerable margins of error, which achieves a twofold objective: (i) enabling one to choose

from alternatives of different degrees of certainty and (ii) making sense of a quantitative

approach to certainty (and perhaps finding a level of probability that is the appropriate

surrogate for certainty). Moreover, they think that the probability of hypotheses can be

reduced to the probability of events, which can be expressed in its turn in terms of the

probability of statements.^ On this line of thinking, they regard the probability of a

Cohen makes one such attempt, though restricted to everyday reasoning. He develops a theorem that

establishes how a piece of corroborative testimony might increase the support for a conclusion more than

an alternative piece of testimony. See: Cohen. The Probable and the Provable. Oxford: Clarendon Press,

1977. pp. 104-107.

’ Though others, like Carnap, met this challenge by developing a theory of logical probability. I will not

discuss Carnap’s theory here because it is not relevant to our purposes.

® A hypothesis is, roughly speaking, a prediction about some future state of affairs. An event, in Popper’s

terminology is a set of occurrences of the same kind; an occurrence is what takes place at a particular

time-space region (see section 3.2.2 in the previous chapter). The attribution of probability to chancy events

(e.g., the turning up of a certain face of a die) does not seem problematic. The attribution of probability to

statements that describe events (which is only a matter of terminology for people like Reichenbach) is

acceptable in some cases (e.g., the probability of the statement ‘this toss will come up heads’ is 'A). But,

according to Popper, the attribution of probability to hypotheses (or to the statements that describe them) is
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hypothesis as a special case of the probability of a statement. According to the frequentist

interpretation of probability, p(x) = #0F0/#00 (where ‘x’ is an event, ‘OFO’ means

observed favorable outcomes, and ‘00’ means observed outcomes). The verificationist

extends this treatment to the probability of hypotheses and holds that in a finite sequence

p(/i) = #C/#W (where ‘/i’ is a given hypothesis, ‘C’ stands for confirmed instances, and

‘W stands for the total number of instances).

Popper has two worries concerning this view. The first is that the theory of the

probability of hypotheses seems to be the result of the confusion of psychological and

logical questions. Popper does not wish to deny that one may have subjective feelings of

different intensities with regard to the degree of confidence with which one expects the

fulfillment of a prediction (and the consequent corroboration of a hypothesis) in the light

of the past performance of a theory. But as discussed in Chapter 2, these feelings belong

to the psychology of research and are foreign to epistemology. The second worry is

whether the identification of the probability of hypotheses with the probability of

statements -and indirectly with the probability of events- is a correct move.^ Here Popper

not acceptable, among other reasons, because what is said with the locution ‘the probability of hypothesis h
is .r’ cannot be translated into a statement about the probability of events.

^ Reichenbach, among others, defends this claim. On his view, the assertions of natural science are in fact

sequences of statements to which we must assign a probability smaller than 1 . Cf LScD\ 257. It is worth
noticing that while Popper has serious misgivings about restricting the interpretation of physical regularities

to probability statements of relative frequency (because they satisfy the axioms of the classical theory of
probability), he does not deny the meaningful use of this kind of statements in empirical science. In

particular, after rejecting the subjective interpretation of probability (that treats the degree of probability as

a measure of one’s feelings of certainty and uncertainty, belief or doubt, on the face of certain assertions)

due to its psychologistic form and being troubled by the apparent non-testable status of statements of

probability in physics, he pointed out that several alternative interpretations of probability satisfy those

mathematical laws as well. Accordingly, Popper developed what is known today as the propensity

interpretation of probability which takes probabilities as physical propensities (considered physically as

real as physical forces are) and facilitates the understanding of probabilistic physical hypotheses. This

original theory, however, has little bearing on the notion of corroboration and it can be safely put aside. The
reader interested in Popper’s treatment of the problems of the classical theory of probability and in his own
proposal should see: LScD: Chapter VIII and appendixes *ii-*v; RAS: Part II, specially chapters I and III as
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sees another confusion. According to him, that assimilation is unwarranted and one

should never use the expression ‘probability of statements’ when discussing the

probability of events. Besides, all attempts to carry out that identification are doomed to

fail. The core of his argument is that under no circumstances can any statement

attributing probability to a hypothesis be translated into a statement about the probability

of events. Three reasons support this contention:

(i) Attempts to reduce the idea of a probability of hypotheses to that of a truth-frequency

within a sequence of statements (in accordance to Reichenbach’s suggestion) lead to

undesirable consequences. One way to interpret Reichenbach’s view involves taking the

various singular statements that can agree with or contradict a hypothesis as the elements

of its sequence. Let h be the hypothesis “all ravens are black” to which we are attributing

probability, and k\... the sequence of statements that we use to determine the truth

frequency. Assume that h is refuted, on the average, by every second single singular

statement of the sequence (so that k\= \, k2 = Q, kj,
=

1 , A:4 = 0. . .). Then this would force us

to attribute a probability of Vi to h. On the other hand, suppose that we appraise the

probability of h by using the ratio of the passed tests to the tests that have not been

attempted yet. Ifwe treat the second class as an infinite class, we would have to attribute

a probability of zero to h, even if it has passed all of the tests attempted so far. Consider,

for a change, that the results of the tests to which h has been subjected include confirming

{ct) as well as indifferent {dt) instances. How should we determine the probability of hi

If we use the ratio ct to dt, and treat dt as false, we would be doing an unwarranted

assimilation. Moreover, if by an indifferent result we understand one which did not

well as OU'. Chapter IV, § 27, pp. 93-95, and WP. For a general commentary see Chapter 4 of Ackermann’s
The Philosophy ofKarl Popper (op. cit.) pp. 65-86.
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produce a clear decision, we face the risk of letting subjective considerations about the

skill of the experimenter leap into the appraisal of h.

(ii) The type of hypothesis in which we are interested in science cannot be a sequence of

statements, for a strictly universal statement is not equivalent to a long conjunction of

singular statements. Hence, the suggestion that a hypothesis can be treated as a sequence

of statements (for the purpose of attributing probability to it) is misconceived. In

addition, basic statements are not derivable from universal statements alone, whereas its

negations are. Assume we take the sequence of these negations and make it equivalent to

a given hypothesis. In this case, the probability of every self-consistent hypothesis will be

1. For we need to use the ratio of the nonfalsified (derivable) negated basic statements

(which together with the class of the derivable statements are infinite elasses) to the

falsified ones (the accepted falsifying basic statements), which at most constitute a finite

number.

(iii) Just as we might consider a singular occurrence ‘probable’ if it is part of a sequence

of occurrences with a certain probability, we might call a hypothesis ‘probable’ if it is an

element of a sequence of hypotheses with a definite truth-frequency. But this does not do

it, for attribution of probability presupposes that we ignore whether a given hypothesis is

true (otherwise we would not need the concept of probability). Accordingly, we would

not be able to say which hypothesis is true and which is false in a given series in order to

establish the truth-frequency required for the estimative of probability. If we try to

overcome this result by turning to the falsity-frequency within a series as our starting

point, then using the ratio of falsified to nonfalsified hypotheses, and taking the reference

sequence as infinite will make the probability of every hypothesis in such a sequence
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equal to 1, as pointed out in (ii). If, on the other hand, we treat the sequence as finite and

ascribe to each of its elements a probability between 0 and 1 ,
then every falsified

hypothesis (jh) (insofar as it belongs to the sequence) should be accorded a positive

degree of probability (that would decrease, with every newlyfh, according to the ratio

fhin, where n is the total number of hypotheses in the reference sequence). In sum,

attributing a positive degree of probability to a false hypothesis seems to contradict the

attempt to express in terms of ‘probability’ the degree of reliability that we want to

ascribe to a hypothesis in view of supporting or undermining evidence.*

On Popper’s view, the project of constructing a concept of the probability of a

hypothesis that intends to capture its ‘degree of certainty’ in analogy with the concepts

‘true’ and ‘false’ is hopeless. However, the supporters of inductive logic rejoin that one

can attribute a definite sense of probability (with specification of a numerical degree or

not) to a scientific hypothesis by means of a perfectly understandable statement. This

statement {e.g., ‘the law of universal gravitation is highly probable’) that asserts the

appraisal of such hypothesis, also tells us up to what degree it is adequate. But analysis of

the logical status of this kind of statements brings in again the problem of induction. The

statement is obviously synthetic, but it is not verifiable since the probability of a

hypothesis cannot be conclusively deduced from any finite set of basic statements.

Furthermore, it can be neither justified nor tested. And when we turn to the appraisal

itself and we try to determine whether it is true or probable, we quickly get in trouble. We

can consider it true only if we take it as an a priori true synthetic statement (since it

cannot be empirically verified). Ifwe consider it probable, then we would run into an

Cf. LScD-. 257-260
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infinite regress and would need to move from the appraisal of the appraisal to an

appraisal of higher level.

Since the corroboration of a theory can only be expressed as an appraisal (exactly

like the notion of probability just examined), it seems that Popper’s objections to

probability logic, and especially the charge that it brings back the pitfalls of induction,

can be turned against his own views. But this is erroneous on two counts. First, the

appraisal of hypotheses that describes them as ‘provisional conjectures’ and denies that

they can be asserted as ‘true’ has the status of a tautology, because it simply paraphrases

the claim that strictly universal statements cannot be derived from singular statements.

This means that the second objection to probability logic cannot be raised, and the first

objection would be irrelevant because statements asserting corroboration appraisals are

not hypotheses, though they can be derived from the theory plus the accepted basic

statements. The appraisal made by means of corroboration statements simply states that

the accepted basic statements “do not contradict the theory, with due regard to the degree

of testability of the theory, and to the severity of the tests to which the theory has been

subjected, up to a stated period of time.”^

4.2 The Notion of Corroboration

As it has been adumbrated in the foregoing, we call a theory ‘corroborated’ if it

has stood up to some empirical tests. Now we need to spell this notion out. To begin with,

we should refrain from treating corroboration as a purely logical affair. Although the

® LScD: 266; see also OK\ 1 8 ff.

Falsifiability, by contrast, can be treated always as a purely logical affair. This should suffice to show
that the parallel between falsifiability and corroboration is less than perfect, but many readers are easily

misled by Popper’s pervasive efforts to relate the two concepts. In fact, he says that the appraisal of the

corroboration of a theory “may be regarded as one of the logical relations between the theory and the

accepted basic statements: as an appraisal that takes into consideration the severity of the tests to which the
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corroborating appraisal establishes relations of compatibility and incompatibility between

the theory and a set of test statements, we cannot attribute a positive degree of

corroboration to a nonfalsified theory only because it is compatible with a given system

of known basic statements. Here actual incompatibility is sufficient to declare

falsification, but mere compatibility is not sufficient to accord a positive degree of

corroboration to a theory, since even metaphysical systems can be formulated in such a

way that they are compatible with a system of accepted basic statements. Secondly, we

need to cash out corroboration as a comparative notion that enables us to rank theories

according to how well they pass the tests to which we submit them. We are interested in

the severity of the tests and the ability of a theory to pass them.
'

* Accordingly, we qualify

theories as better or less well corroborated than their competitors. Thus, we check that a

theory has been tested and that it turns out compatible with a nonempty sub-class of

accepted basic statements. It may be tempting to ascribe a significant degree of

corroboration to a theory that is compatible with many test statements. However, this is

misleading in two ways: (i) the degree of corroboration cannot be determined by merely

counting the number of compatible test statements; for the nature of the tests has to

receive the main weight in the appraisal (tests can also be ranked according to their

degree oi severity), (ii) For a pair of noncompeting hypotheses a and P we may want to

accord a higher degree of corroboration to P, even if it has passed fewer tests than a. For

theory has been subjected.” (LScD: 269) But although the severity of the tests may account for one of the
aspects required to do estimations of the degree of falsifiability of a given hypothesis (the other being the

size of the class of PF), it is by no means a logical notion once the test is actually carried out. It is curious

that Popper does not incorporate the idea of the severity of the tests in any of his definitions of falsifiability

(see 3.2 and 3.2.2 in the previous chapter).

"lam leaving aside the less controversial contrast between corroborated and non-corroborated theories,

since the fruitfulness of this notion reveals itself in the case of competing theories to which we attribute

different positive degrees of corroboration.
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suppose a is the hypothesis “all ravens are black,” while P is Einstein’s hypothesis about

the proportionality of inert and (passively) heavy mass. Although a might have more

corroborating basic statements, we certainly consider Einstein’s hypothesis to be best

corroborated. This caveat about the role of the number of corroborating instances

illustrates that what really matters for determining the degree of corroboration is

the severity ofthe various tests to which the hypothesis in question can be,

and has been, subjected. But the severity of the tests, in its turn, depends

upon the degree oftestability, and thus upon the simplicity of the

hypothesis: the hypothesis which is falsifiable in a higher degree, or the

simpler hypothesis, is also the one which is corroborable in a higher

degree.'^

I want to call the reader’s attention to the last sentence in the previous quotation.

Popper is not establishing a parallel between falsifiability and corroboration, but between

falsifiability and corroborability. And the case considered represents just an ideal

situation. When a test is performed and the attempted falsification does not obtain, the

results may go in ways that preclude comparison and attribution of degrees (to both

falsifiability and corroboration) in the simple direct way that the quotation suggests. One

and the same hypothesis may have a high degree of falsifiability and be corroborated only

slightly; or it may become falsified; or even it may turn out to be very well corroborated

but lose the features that determined its high degree of falsifiability. As in the

characterization of falsifiability, it is easier to define a numerically calculable degree of

corroboration for instances that are in (or close to) the extremes. Popper formulates some

rules to help make attributions of positive or negative degrees of corroboration. For

example, we should not continue to attribute a positive degree of corroboration to a

LScD\ 267 (footnote suppressed). I shall elaborate on the relation between falsifiability and

corroborability later.
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theory that has been falsified by an inter-subjectively testable experiment.'^ Furthermore,

the addition of new statements to the set of accepted basic statements and the

performance ofnew tests, might change a corroborative appraisal, replacing a positive

degree of corroboration by a negative one (but not the reverse, unless there has been a

demonstrable mistake in the first attribution).''*

4,3 Corroboration and Logical Probability

The reader might recall from the earlier discussion about estimating degrees of

falsiflability that Popper stipulated values for the limiting cases, assigning 0 to

tautologies and 1 to self-contradictory statements. This assignment, which is done only

by virtue of the logical form of the statement, expresses the connection between degrees

of falsiflability and his concept of ‘logical probability’.'^ Popper equates ‘logical

probability’ to ‘inversed testability’ and stresses that the former is inversely proportional

to empirical content. In other words, falsiflability and logical probability are inversely

related in such a way that to the maximum degree of falsiflability corresponds the

minimum degree of logical probability and vice versa. Thus, the best testable statement is

the one with the lowest logical probability. Since we have already established a relation

between testability and corroborability, it turns out that the best testable statement will

also be the better corroborable, and the most logically improbable (or the less logically

The demand for inter-subjectivity guarantees the objective character of science through the public

dissemination and critical discussion and correction of theories and tests. Cf OS\ Ch. 23 and PH § 32.

Cf LScD: 268. 1 shall refer to the attribution of negative degrees of corroboration later.

Notwithstanding affinities, this notion -to which Popper refers as ‘absolute logical probability’ in an

effort to draw a sharp contrast with ‘conditional probability’- should not be confused with the notion of

(objective) numerical probability that is typical in the theory of games of chance and statistics, and which
can be interpreted as directly proportional to logical probability. For Popper ‘logical probability’ is the

logical interpretation of an ‘absolute probability’ of the sort p{x^) where v is tautological and p{x) can be

defined in terms of a relative (conditional) probability. Cf LScD: 1 18-1 19; 212-213; 270-273; 318
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probable). This result shows also why we cannot treat corroboration with the machinery

that is used to treat the probability of events and that calculates this measure in a direct

proportion to their logical probability.

Another reason that precludes the identification of corroboration with logical

probability can be stated in the following way. To make appraisals of corroboration for a

given theory we take into account the previously assigned degree of testability. For this

purpose we assign better marks to theories that are logically improbable and survive the

tests. On the other hand, the grading can be proportional to the number of corroborating

instances, as long as is always respectful of the following caveat: high degree of

corroboration will go hand in hand with a positive outcome only for the first

corroborating instances; since “once a theory is well corroborated, further instances raise

its degree of corroboration only very little.”'^ Nevertheless, if subsequent positive

outcomes corroborate the theory in a new field of application, then we do not have to

abide by this rule. In such a case, we can increase considerably the degree of

corroboration accorded to the theory giving due credit to the new instances. According to

Popper, the degree of corroboration assigned to a theory which has a higher degree of

universality, usually surpasses the degree of corroboration assigned to a more restricted

theory.

LScD: 269. I said earlier that the parallel between falsifiability and corroboration was imperfect, due to

the different repercussions of each notion. The present discussion reveals more reasons in support of this

assertion. The first difficulty that emerges is that of making precise assignments of degrees of corroboration

for highly testable theories (that survive testing). All that we can say in this case is that the theory is “well”

corroborated. But of course, since subsequent corroborating instances increase the degree of corroboration

very little, the assignment does not seem quite informative in the sense that once the theory has been “well”

corroborated, further attempts to corroborate it (with respect to the same system of accepted basic

statements) appear to be futile. On the other hand, the comparison of theories according to their degree of

corroboration turns out to be a very complex task and cannot be carried out without the appropriate

determination of other epistemological factors; that is, their subject (whether or not they are competitors),

the tests passed, and their empirical content, at least.
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Note that corroboration is not a truth-value, hence, one cannot use the notion of

corroboration in the same unrelativized way one uses the notion of truth, let alone define

‘true’ as ‘corroborated’, in the way pragmatists suggest. The source of this mistake seems

to be the following characteristic of the logical property expressed by corroborative

appraisals: an appraisal of corroboration simply asserts the logical relationship between a

theoretical system and a system of accepted basic statements. As a natural consequence,

it is a timeless notion -just as the concepts ‘true’ and ‘false’ (e.g., when we say that

statementp is true we mean that it is true once and for all). But corroboration is not a

truth-value. The main difference is that one cannot say that a statement is corroborated

without mentioning the specific system of basic statements that supports the given

appraisal and which is accepted in a particular time. One needs to index every

corroborative appraisal to the particular system of basic statements or perhaps to the date

of its acceptance, for “‘the corroboration which a theory has received up to yesterday’ is

logically not identical with ‘the corroboration which a theory has received up to

today’. This relativization to time (and to the accepted system of basic statements)

makes possible that one and the same theory might receive any number of different

corroboration values, according with its performance in tests attempted at various times.

Due to the complications introduced by the particularities of different test

situations (that differ regarding the accepted system of basic statements), the

characteristic just sketched might hinder the use of the attributed degree of corroboration

to select between theories that are well corroborated, for the epistemologist may become

entangled in the multiple appraisals of corroboration with no way to make up his mind

(he might not know, for example, whether he should confer more importance to some

17
LScD-. 275
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appraisal or other). For the case of competing theories, however, Popper gives us a

recipe:

a theory which has been well corroborated can only be superseded by one

of a higher level of universality; that is, by a theory which is better testable

and which, in addition, contains the old, well corroborated theory -or at

least a good approximation to it.'*

This brings falsifiability back into the picture. It also introduces the requirement

of an increase in universality hence greater explanatory power and empirical content as

part of the conditions that need to be satisfied for the replacement of theories. By

demanding that the superseding theory “contain” the older (superseded) theory. Popper

secures deductive relationships between the latter and the former while describing the

advancement of science as a progressive movement from theories of lesser degree of

universality to theories of higher degree of universality. On the other hand, he reminds us

that all scientific statements remain tentative conjectures, and this applies to

corroborating appraisals not less than to the members of the system of accepted basic

statements or to scientific hypotheses. Although corroboration is the outcome of failed

attempts to falsify and gives indication that our theories are on the right track, the

progress of science, in the long run, is the exclusive result of submitting our conjectures

to the most sincere criticism and the most severe tests that we can possibly formulate.

Admittedly, the requirement of sincerity cannot be formalized, but subsequent criticism

might correct test situations in which it has not been exercised properly, by running the

tests again and showing that they could have been made more severe.'^

LScD\ 276. For the notion of levels of universality see LScD § 36 pp.121-126

” For some authors the notion of criticizability (central to critical rationalism) is defective because it either

leads to an infinite regress or generates some paradoxes of self-referentiality. For example, Post thinks (in

“The Possible Liar” and “Paradox in Critical Rationalism and related theories”) that for a statement to be

criticizable is for it to be possibly false. But if that is the case the statement (call it R) “[e]very rational,
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In the new appendixes, added to the English translation of Logik der Forschung,

Popper recasts the essentials of his views on corroboration. He emphasizes again that

there is a sharp distinction between the notion of the probability of a hypothesis and the

notion of its degree of corroboration. Whenever we attribute a high degree of

corroboration to a particular hypothesis, we say no more than that the hypothesis has

been severely tested and that it has stood well to the tests. On the other hand, we can

make the contrast between probability and corroboration clearer if we add that the notion

of corroboration does not satisfy the laws of the probability calculus. This can be shown

by the fact that the relation between probability and logical probability (logical strength,

testability or content) goes in the opposite direction to what is defined (and expected) for

the relation between logical probability and corroboration. According to the laws of the

probability calculus, given competing hypotheses a and |3, we attribute greater

probability to whichever is less logically stronger, less informative and less testable. The

best-corroborated hypothesis, by contrast, is the less logically probable on any given

evidence.

synthetic sentence is criticizable -and this sentence is criticizable as well” is false. For R is possibly false

and assuming that R is true or false we obtain; (1) That R is false entails that it is possible that R is false; (2)

that it is possible that R is false entails that R is true; (3) that R is true entails that R is not false and (4) that

R is false entails that R is not false (from 1-3). From this and the contention that “if a statement entails its

negation, then its negation is necessary, Post derives the contradiction: it is not possible that R is false and it

is possible that R is false (alternatively, the conclusion can be expressed in the following words “the

statement that all rationally acceptable statements are criticizable turns out to be invalid, if it is meant to

satisfy its own standard”). Bartley has met this challenge by accepting that any position which is

self-referential and involves the semantical concepts of truth and falsity is liable to be found inconsistent

and to produce such paradoxes (hence, the discovery of the paradoxes comes to no surprise) and by
noticing (a) that critical panrationalism does not involve a theory of rationality as a property of statements;

(b) that criticism does not amount to attempts to show falsity (though it may include those) and (c) that

critizacibility is not justificatory. See his “Theories of Rationality” and “A Refutation of the Alleged

Refutation of Comprehensively Critical Rationalism” both in: Radnitzky, Gerard. (ED) Evolutionary

Epistemology. La Salle: Open Court, 1987.
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Recall that, according to Popper, science aims not for high probability but for

high informative content backed up by experience. By contrast the most (logically)

probable statements are, in general, very uninformative. They tell us nothing (like

tautologies) or very little, like the predictions of the palmists or soothsayers. So, the

epistemologist who prefers highly probable theories faces the risk of taking as “good”

theories of very low informative content. With this in mind, suppose that we represent the

measure of the severity of the tests to which a theory has been subjected with the formula

C{h, e) -the degree of corroboration of the hypothesis h, in the light of test e. This

measure has a bearing on the question of whether we should accept (or choose) h (though

tentatively). It seems, primafacie, that we can read C(h, e) like P{x, y), which asserts the

relative probability ofx given evidence y. But the first formula is adequate only if e

expresses the report of the most severe tests we have been able to design and conduct.

And this point expresses nicely the difference between the inductivist and the Popperian.

The former wants to establish his hypothesis, “he hopes to make itfirmer by his evidence

e and he looks out for ^firmness' -for ^confirmation'. At best, he may realize that we

must not be biased in our selection of e: that we must not ignore unfavourable cases; and

that e must comprise reports on our total observational knowledge, whether favourable or

unfavourable.”^' The Popperian goes in a different direction. He does not want to

establish his hypothesis, he wishes to submit it to the most severe tests.

Popper considers the distinction between logical probability and corroboration as one of the most

interesting findings in the philosophy of knowledge and the ideas of empirical content and degree of

corroboration as the most important logical tools developed in his book. Cf LScD\ 394-395

LScD-.An. See also p. 399
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4.4 Corroboration Revisited

In RAS Popper devotes an entire chapter to the problem of corroboration; namely,

the problem of determining whether there exists a measure of the severity of the tests that

a theory has undergone, and the problem of showing that this measure does not satisfy the

formal laws of the probability calculus. Popper points out that corroboration is one of the

ramifications of the problem of induction. Although corroboration is not logically linked

to the problem of induction, many thinkers have brought in the issue guided by an

‘inductive prejudice’ and persuaded by a mistaken solution of this problem. According to

this view, inductive logic is nothing more than probability logic, which, at its turn, hands

over the long awaited solution to Hume’s problem. Probability logic is the logic of

uncertain inference based on premises known with certainty. With the formula P(h, e) - r

we express the degree to which our certain knowledge of the evidence e rationally

supports our belief in the hypothesis h.

This kind of inference is not uncommon. And its conclusions do go beyond what

is asserted in the premises (for they do not fully entail the conclusions). Hence, one might

solve Hume’s problem by developing a theory of probability that allows assessing the

probability of inductive inferences given the evidential support. In the formula above, this

would amount to determining the precise value of r, assuming that it can take any fraction

between 0 and 1, and that we represent good probability with the values greater than 0.5,

gradually increasing the figure up to the maximum of 1 . Popper offers two responses to

the foregoing proposal. The more general one involves his criticism of the subjective

interpretation of probability (the idea that probability expresses incomplete and uncertain
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knowledge), the other shows why the inductive theory of probability cannot work. I shall

be concerned here exclusively with the latter.^^

On Popper’s view, the belief in probability logic springs from the mixture of two

different ideas: the first supports our decision to distinguish hypotheses according to their

performance in the testing ordeal; the second claims that there exists an inductive

probability logic. Plainly expressed the first one says that some hypotheses are well

tested by experience and some others are not, that there are hypotheses that have been

subjected to tests and have failed them, while there are some hypotheses that have not

been tested so far, and that we can grade (with the appropriate marks) hypotheses

regarding the tests passed. According to Popper, this idea is basically correct, and is

defensible, but is not logically connected with the problem of induction. The second idea

-the belief in inductive probability- is indefensible for logical and mathematical reasons.

It should be rejected not only because it is false, but also because it embodies a mistaken

attitude towards science.

It is worth noting that the logic of probability cannot solve the problem of induction. As Popper writes:
“

. . . every universal hypothesis h goes so far beyond any empirical evidence e that its probability p(h,e) will

always remain zero, because the universal hypothesis makes assertions about an infinite number of cases,

while the number of observed cases can only be finite.” RAS: 219

In a letter to Nature (vide bibliography) Popper and Miller have given a proof on the impossibility of

inductive probability that distinguishes sharply between probabilistic support and inductive support. The
proof shows that if one defines the support of /? by e in terms of S(h,e) = P(h/e) - P(h) for a suitable

probability function P, then one can write S(h,e) as a sum {S(h,e)) = S(h V ~e,e) + S(h V e,e)). It is easy to

see that the first component of the sum is never positive. Since e entails hN e. Popper and Miller

characterize the always non-negative support of // by e as deductive and claim that this holds for every

hypothesis h and every evidence e, whether e supports h, is independent of h or undermines h. When the

support of /? by e is positive (as it is if h entails e and P(e) < 1) then that support is purely deductive in

character. The upshot of the proof is that “[a]ll probabilistic support is purely deductive: that part of a

hypothesis that is not deductively entailed by the evidence [h V ~e] is always strongly counter-supported by

the evidence -the more strongly the more the evidence asserts.” p. 688. In a sequel to this paper. Popper

and Miller contend that though evidence may raise the probability of a hypothesis above the value it

achieves on background knowledge alone, one has to attribute every such increase in probability

exclusively to the deductive connections that hold between the hypothesis and the evidence. Cf Popper and

Miller. “Why Probabilistic support is not inductive.” Philosophical Transactions ofthe Royal Society of
London. Vol. 321, No. 1562. (Apr. 30, 1987),pp. 569-591.
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Let us suppose, for the sake of argument, that the formula p(h, e) can express

adequately the amount of support that evidence e provides for our hypothesis h. It is not

difficult to show that we would obtain high probabilities only for hypotheses that give

very little information about the natural world. For if h goes far beyond e, the probability

will radically decrease until it becomes zero for every universal hypothesis. So,

interesting hypotheses {i.e., truly informative universal hypotheses) will not fare well in

the light of the calculus of probability. The alternative left to cope with this unwelcome

result -advance hypotheses which do not go very far beyond evidence- illustrates what

Popper has in mind when saying that devotees of probability logic are committed to a

wrong picture of science.^"* The epistemologist who aims at hypotheses of high

probability has to sacrifice the most inspiring characteristic of science: he has to renounce

the ability to propose bold hypotheses and embrace instead the safe comfort of highly

probable (but cautious) statements that advance greatly restrictive claims.

On the other hand. Popper recognizes that the words ‘probable’ and ‘probability’

are often used in a sense very close to what he proposes for his new expression ‘degree of

corroboration’. But there is a significant difference between the word ‘probable’ and the

word ‘corroborable’ that explains why he decided to introduce the latter to designate an

idea that cannot be conveyed by the former.^^ Consider the statement ‘the probability of

The assignment of distinguishing marks to tested hypotheses and the subsequent comparison ofthem for

the purposes of selection are legitimate tasks in epistemology. However, Popper holds that the first task is

of limited importance because a numerical evaluation of the mark assigned to a hypothesis that has passed a

test can hardly remove any difference of opinion regarding its acceptability. In fact, he writes: “although 1

shall later give a definition of ‘degree of corroboration’ -one that permits us to compare rival theories such

as Newton’s and Einstein’s- 1 doubt whether a numerical evaluation of this degree will ever be of practical

significance.” RAS\ 220-221

Admittedly, some authors intend to refer to ‘corroboration’ when they speak of probability, but this does

not make the two words equivalent. Popper insists in the distinction to avoid ambiguities. “The two usages

-the probability of a hypothesis with respect to its tests, and the probability of an event (or a hypothesis)
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throwing 6 with a fair die is 1/6’ (call it S). S does not inform us of anything about the

severity of the tests that a hypothesis has passed (or failed); it gives us information about

the chances that an event will occur. Of course, this type of statement satisfies the laws of

the calculus of probability. In particular, it satisfies the axiom of monotony because its

probability decreases with increasing logical content of the statement. But the probability

of a hypothesis, in the sense of its degree of corroboration, does not satisfy the laws of

the calculus of probability. For even believers in the logic of probability would not

hesitate to say that a well corroborated hypothesis is more ‘probable’ than a less well

corroborated competitor notwithstanding its greater logical content {i.e., its

improbability) and in spite of the low chances that an event described by a highly testable

hypothesis will occur.

In sum, the theory of corroboration solves the practical problem of induction

(‘when do we -tentatively- accept a theory?’) by holding that we accept a theory when it

has passed the most severe tests we have been able to design, and more specially, when it

has done it better than any of its competitors.^^ In Popper’s opinion, there is no need to

carry this problem any further, and as suggested before, the subsidiary problem of

whether it is possible to assign a precise measure to the severity of the tests reveals itself

as unimportant. As a general rule, recall that the degree of corroboration of a hypothesis

with respect to its chances- have rarely been distinguished, and are mostly treated on a par. This may be
due to the fact that intuitively -that is to say, at least ‘upon first appearances’- they are hard to distinguish.”

RAS-. 225

It may be objected that reasons beyond our control might prevent us from designing really severe tests,

rendering the results of the tests actually conducted unfit to support ascriptions of corroboration. One
possible reply to this objection is to leave open the possibility for others to critically examine the degree of
severity of our tests and propose their own (more severe) tests. On the other hand, if the objection is meant
to point out an inescapable limitation of humanly designed and conducted tests then it becomes
uncontestable.
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varies in direct proportion to its degree of testability. But testability can be measured by

the content of the hypotheses {i.e., its absolute logical improbability); hence degree of

corroboration is closely related to all and each of these alternative formulations of

falsifiability. The upshot is that good epistemologists, appealing to the critical or

falsificationist attitude, would always attempt to overthrow scientific conjectures: “one

looks for falsification, or for counter-instances. Only if the most conscientious search for

counter-instances does not succeed may we speak of a corroboration of the theory.

A few words about the notion of “background knowledge” are in order here. In

the previous exposition of corroboration, we have referred exclusively to the relation

between a hypothesis h and the evidence e that might corroborate it, as though

corroboration were merely a matter of logical compatibility between a particular

hypothesis and the class of accepted basic statements. But there is something missing

from this picture, because (as mentioned before) every observation whatsoever is

mediated by a preexistent, antecedent theory. So, when making decisions on the degree of

corroboration of a hypothesis, we need to consider the role of a further variable (call it b)

that stands for our background knowledge. Thus, we now say that e, corroborates h to

degree x in the light of b. And for the latter we mean

any knowledge (relevant to the situation) which we accept -perhaps only

tentatively- while we are testing h. Thus b may, for example, include

initial conditions. It is important to realize that b must be consistent with

/z; thus, should we, before considering and testing h, accept some theory h'

which, together with the rest of our background knowledge, is inconsistent

with h, then we should have to exclude h' from the background knowledge
b^^

RAS\ 234. Footnote suppressed.

RAS: 236. See also OK\ 71 ff.
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Although some times it might be difficult to motivate the decision to exclude

some hypothesis from b, it is clear that one cannot test h assuming a set of initial

conditions that is incompatible with it. On the other hand, by bringing b into the equation

we can give a more satisfactory formulation of corroboration. This can be phrased in the

following way: to attribute a high (positive) degree of corroboration to a hypothesis, we

now demand that e follows from h in the light of b, without following from b alone; and

that e be logically improbable (or that the probability -in the sense of the calculus of

probability— of e given b be very low, if e is to offer strong support for h and is to account

for the severity of the test that it has passed). In other words, this formulation requires

that only evidence that is improbable in the light of our background knowledge would be

accepted as significant to the effect of assigning a positive degree of corroboration to a

hypothesis or to increase its degree of corroboration.

Insisting on the point that measures of corroboration do not satisfy the laws of the

calculus of probability, Popper offers a definition of ‘corroboration’ that employs the

relative probability of h, e, and b. Let "C(h,e,b)' stand for the degree of corroboration of

h, by e, given b. In this definition we assume that e is a genuine test (or its result) of h,

and we measure the severity of e in such a way that C(h,e) increases with Ct(e) (the

content or absolute logical improbability of e). We also assume that e follows from hb

and that p(e,b) < V2. On the other hand, we assume that the support given hy eXoh

becomes significant only when the probability of e given hb minus the probability of e

given b is greater than V2. Thus, the degree of corroboration (Q of /i by e in the presence

of background knowledge b, can be expressed with the following equation:^^

Cf. RAS-. 240. Popper uses a similar resource to give a definition of the ‘severity of the tests passed by a

theory’. See CR'. 388-391

.
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C(h,e,b) = p (e.hb) - p(e.b)

p(e,hb) -p(eh,b) + p(e,b)

The denominator in the definition is simply a normalization factor [-1, 1] to

obtain better the desired results, secure that only hypotheses and tests that are highly

improbable receive good marks and remove what seems to be a fault: take a case in

which e falsifies h and h may well be very improbable relative to b. Without normalizing,

the measure becomes approximately zero. But this would be the value for a case in which

e is a consequence of b. Introducing the normalization factor changes the measure of

corroboration to -1 for the first case enabling us to make the appropriate distinctions.

Popper finds the formula above satisfactory because it yields results that are compatible

with the general lines of his theory. For example, when e supports h (given the

background knowledge b) then C(h,e,b) is positive. Moreover, when p(e,hb) = 1 and

p(e,b) = 0, we obtain the maximum value for C(h,e,b), namely 1 (under the

complementary assumption that p(h,b) = 0). Contrariwise, if e is a tautology or a logical

consequence of b, then e cannot corroborate or undermine h and the value of C(h,e,b)

becomes 0. The same result obtains if /z is a tautology (since it would not be corroborated

nor undermined by e). By contrast, if e falsifies h in the presence of b, then p(e,hb) = 0;

and if e reports the result of a severe test, then e would be very improbable relative to b,

making p(e,b) « 0. In this case, and assuming that e is incompatible with hb, the degree of

corroboration will be equal to -1 Accepting these conventions, we are able to make

sense of the expression ‘positive degree of corroboration’ and expect naturally the

If we use p(e,hb) ~p(e,b) as a measure of the degree of support given by e to h, in the presence ofb (or

the degree of corroboration of /i by e in the presence of b) the value of C(h,e,b) could be zero, which can
give some support to my forthcoming suggestion about dropping any appeal to negative degrees to express

corroboration.
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occurrence of its converse: ‘negative degree of corroboration’. On Popper’s view, the

former should be assigned to well-corroborated hypotheses and should vary, in

accordance with the severity of the tests, in the interval between 0 and 1 (including the

rightmost extreme). In a way parallel to what we did to represent the degree of

falsifiability, we can imagine a horizontal continuum that goes from -1 to +1 in the

extremes with 0 in the midpoint and accommodates theories according to their degree of

corroboration. We reserve the rightmost extreme (+1) for the best corroborated theories.

The middle point (zero) is reserved for tautologies, and the leftmost extreme (-1) should

be used for theories that were once corroborated and become falsified at a later moment.

Popper thinks that his measure C shows both that the degree of corroboration of a theory

is an evaluation of its performance in the empirical tests it has undergone, and that the

degree of corroborability is equal to the degree of testability.^' However, this assimilation

is somewhat problematic, as I shall show below.

Recall that Popper defined the degree of falsifiability (Fsb) of an empirical

hypothesis A as a proper fraction in the open interval between 0 and 1 . The exclusion of

both extremes was in order because he wanted to reserve the former limit for

nonempirical statements (tautologies) and the latter for self-contradictory statements.

Given the close logical relationship between testability and corroborability, one should

expect that the same diagram suggested for Fsb would do an equally good job for the

latter (after all we are dealing with concepts that stand in the same logical relation to

“The better, the more severely, a theory can be tested, the better it can be corroborated. We therefore

demand that testability and corroborability increase and decrease together -for example that they be

proportional. This would make corroborability inversely proportional to (absolute) logical probability ...”

{RAS\ 245) In the next paragraph Popper writes: “The simple convention will be to assume that the factor

of proportionality equals 1; or in other words, that corroborability equals testability and empirical

content."
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theories). However, this is not the case. To see the reasons let us make some distinctions

first. If ‘degree of falsifiability’ expresses the measure of a disposition (a potentiality) it

does not make sense to apply this notion to theories of all kinds. More clearly, while

distinguishing theories according to their degree of falsifiability might be significant

when we are dealing with nonfalsified theories and need to select between competitors,

once the theories are refuted further distinctions (based on this logical feature) become

irrelevant since all falsified theories {qua refuted) are equal.

A

question arises here:

where should we put falsified theories in the diagram for Fsbl (I am using Fsb(e) for ‘the

degree of falsifiability of empirical theory e'):

Fsb(e)

( 1 ) 0 "- -1
Tautological theories Self-contradictions

Metaphysical theories

According to ( 1 ), the degree of falsifiability of an empirical theory is always

greater than 0 and less than 1 . Thus, theories can be rank-ordered in the horizontal

continuum according to their respective degree of falsifiability. Consider as a possible

answer to the question just formulated to placing falsified theories in the rightmost

extreme. But this would amount to admitting that a falsified theory reaches the maximum

degree of falsifiability (which was reserved for self-contradictory theories) as though

(after falsification) it had become formally contradictory. Though this is never the case,

the decision to treat a falsified theory on a par with a contradictory one can be motivated

by means of an analogy: for any falsified theory it is possible to point out a contradiction

A possible exception occurs when we want to select (from a lot of refuted theories) the less bad theory, in

which case we better turn to a different feature, expressed by the notion of verisimilitude, that will be

discussed in the next chapter. I am leaving aside, for the sake of simplicity, the possibility of distinguishing

falsified theories according to their degree of corroboration measured for those parts which passed severe

tests.
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between h and e (the falsifying hypothesis) in the light of Z). On the other hand, since it is

always possible to single out the contradictory pair of statements in these theories, we

might be able to rescue them by eliminating the contradiction, for the theories might still

be testable with regard to some other part of their empirical content. Of course, neither

can we put the falsified theory in the leftmost extreme, nor can we put it in any place

between 0 and 1 . So, it seems that this should be the right answer. However, there is

something awkward in the locution ‘falsified theories have the maximum degree of

falsifiability’ (which is how we can read the decision of treating these theories on a par

with self-contradictory statements). It is clear that this could not be the case if ‘maximum

degree of falsifiability’ means ‘ease of falsification’ as we may suppose from Popper’s

original definition and his stated motive to restrict the attribution of that measure to

self-contradictions. What to do, then, with this sort of theories? Perhaps, we should recall

the sharp distinction between falsifiability and falsification that Popper made before, and

answer the question in a different way: falsified theories cannot be properly represented

in the diagram for Fsb, because the concept does not apply to them (they cannot be

assigned any degree of Fsb in a significant way). They had a high degree of Fsb, in the

past. Once they are refuted, we do not need to call them other names than ‘falsified’. 1

suspect that a failure to make a similar distinction lurks behind Popper’s suggestion about

how to draw the corresponding diagrams for degrees of corroborability {Crb). To sum,

one cannot represent adequately the parallel between Fsb and Crb with diagram (1)

” This is a complex matter. On the one hand, the idea of a falsified theory (call ft) -falsified in a particular

aspect- that conserves some explanatory power and is still falsifiable in some other respect, makes perfect

sense. On the other hand, \{ft is replaced by a more logically strong competitor that explains whatft
explained, and has some extra empirical content, then we can safely ignore ft and devote all our attention to

the successful contender -something which presumably is what happens in cases of theory replacement.

However, 1 will ignore the complications of this case in my further discussion.
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because the maximum degree of Crb corresponds to a theory which is highly falsifiable

(though not contradictory) but which can survive testing, and ( 1 ) has no space to

accommodate the last sort of information. Since Popper frequently switches between Crb

and corroboration {Cr) in this debate, let us consider the latter.

We can see that (1) would not work either to represent degrees of Cr by

considering that a well-corroborated theory is nothing more than a highly falsifiable

theory that has passed a severe test. Obviously, this sort of theory cannot be placed in any

of the extreme points (let us put aside, for the moment, the interval between 0 and 1). In

his discussion of corroboration, while still maintaining the parallel between

corroborability and falsifiability. Popper suggests a diagram like (2) below, to rank

theories according to their respective degree of corroboration (I let the abbreviation Cr(e)

stand for ‘degree of corroboration’ of e):

Cr(e) Cr(e)

(2)
- 1 -- - 0 --+1
Falsified theories Tautological theories Well-corroborated

Self-contradictions Metaphysical theories theories

Take the case of corroborated theories. Insofar as we accept h as a.

well-corroborated theory, agree in the severity of the undergone test and assume that h is

still falsifiable, we can ascribe to it the maximum mark for corroboration. Tautological

(as well as metaphysical) theories are not corroborable, so we ascribe to them 0. Given

that corroborability and falsifiability increase and decrease together we need to make a

decision concerning those theories which are falsifiable in the (absolute) highest degree.

Popper puts them in the leftmost extreme (symmetric to the mark used for

well-corroborated theories) treating falsified theories on a par with self-contradictions

under the assumption that they fail every test to which they are submitted. Disregarding
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some complexities, the same place can be used for falsified theories that passed really

severe tests before falsification. 1 have placed other theories in the interval between (-1,

0) and (0, +1), to indicate that we may rank-order theories according either to their

positive or their negative degree of corroboration, when these degrees are different from

the extreme cases. However, I do not find Popper’s suggestion (as represented in (2))

satisfactory for two reasons: firstly, because it seems to conflate corroborability with

corroboration; secondly, because it does not capture correctly the logical relationship

between falsifiability and corroborability.

If we distinguish carefully between corroboration (Cr) and corroborability {Crb)

(as we did before with falsifiability and falsification) and we introduce a slight change to

Popper’s suggestion, I think we can solve the problem and capture better the nature of the

concepts we are dealing with. The change I want to propose consists in using a diagram

as close as possible to (1) ignoring the recommendation to work with negative degrees.

Accordingly, we can rank-order theories by their respective degree of corroborability as

follows:

Crbn Crbn+\ Crbn+2 Crbjnx

) 0 -- 0 5— -— - 1

Tautological theories Self-contradictory

Metaphysical theories theories

Under this convention, tautological as well as metaphysical theories are accorded

a degree of corroborability equal to 0, since they are not in general corroborable.

Self-contradictory theories are accorded the maximum degree of corroborability, only

when we consider the relation between Crb and Fsb, since they are highly (and easily)

testable. For other empirical theories we use the interval, making the degree as big as

needed (indicating the maximum with the subscript mx) without equating it to 1 , for the
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same reasons we did not want to equate the highest degree of Fsb of a consistent

empirical theory to 1 . We can see that (3) captures the logical relationship between Crb

and Fsb, and it seems to fit our intuitions. To represent degrees of corroboration, we

need a different diagram.

To begin with, note that a corroborated theory should have survived a test whose

severity we want to reflect in our ascription of the corresponding degree of corroboration

(Cr). Recall, also, that corroboration by itself is not sufficient to support our choosing a

theory from a group of competing theories. We want both, good degree of corroboration

and Fsb?'* But a corroborated theory might be wanting with regard to its informative

content, or it might be such that it no longer has a good degree of Fsb; or it may have

been refuted on another count after some spectacular successes, and so on and so for.

Given that Cr tells how well the theory has passed the tests and how severe they were, we

may see that the following conventions are reasonable. Tautologies are not corroborable,

so they can be accorded a zero degree of Cr. Self-contradictions were highly Crb solely

because of the ease of testing, but they never pass any test, and the tests that theyfail are

in no way severe, so I propose to exclude them from diagram (4) below. The rest of the

theories can be ranked in the interval [0, 1] (inclusive of 1), where the subscripted index

indicates increasing degree of Cr (I am using ‘Cr-w’ for ‘well corroborated’):

Cr„ C/*n+i Cr„+2 Crn+3 Cr-w

ft ft Fsb Fsb Fsb

(4) 0— 0.5 1

Tautological theories

Metaphysical theories

We can express the same idea by saying that we want corroboration and again a high degree of

corroborability.
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In my opinion, (4) expresses neatly what one should infer about Cr, being

respectful of the difference between it and Crb. We assign 1 as the maximum Cr to a

theory under the assumption that in this case Crb equals content (instead of being merely

proportional to it). To see how (4) captures better the notion of Cr, we only need to add

the following caveats: (i) any assignment of Cr is temporal and should be indexed \o the

particular test passed; (ii) we assign the maximum value of Cr only to theories that have

passed a severe test and are still falsifiable in a significant degree; (iii) falsified theories

(ft) that passed some tests are ranked according to the severity of those tests, receiving a

mark less than 0.5 in all cases; (iv) theories are ranked (and compared) only with respect

to the same sort of tests; and (v) theories can retain or increase their Cr (within the

restrictions of (ii) and (iii) as a result of their performance in additional but different

severe tests to which their competitors have been submitted also.^^

Neither the diagrams above nor the one in Chapter 2 appear in Popper’s writings

but they are drawn according to his suggestions or to defensible revisions of certain

logical relations holding between the respective definitions of Fsb and Crb. In my

opinion, the blemishes in (2) above are due to Popper’s interest in relating Fsb and Cr.

He wants to establish a direct connection between Fsb and Cr that can block the popular

objection that one cannot satisfy both desiderata simultaneously. Instead he gives us a

relation between Fsb and Crb (a relation that is easier to get) and by switching back and

“A test will be said to be the more severe the greater the probability of failing it (the absolute or prior

probability in the light of what 1 call our ‘background knowledge’, that is to say, knowledge which, by
common agreement, is not questioned while testing the theory under investigation).” CR\ 243. Note that (v)

is the only way to make sense of the statement according to which theories can increase their degree of
corroboration if they pass new tests. There are some complications regarding a theory that has already been

accorded 1, but I believe we can safely ignore this case. On the other hand, I want to emphasize that, just

like the notion of Fsb, the notion of Cr makes better sense when used as a measure to compare competing
theories.
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forth between Crb and Cr (perhaps inadvertently) his prose becomes extremely obscure

and he can hardly make the point. Now, one cannot deny that there is a relation between

Fsb and Cr, but is not the class of relation that Popper requires for his point. For only one

reason: degree of Cr is a function of the severity of the test survived, whereas high degree

of Fsb is a function of the cardinality of the class ofPF plus the easiness of testing. If this

is the case -and it should be, according to the definitions- when a highly Fsb theory

survives a severe test it becomes well corroborated -with respect to that particular test-

but we need to show independently that it is still Fsb and that cannot be done with respect

to the test passed.

On the other hand, when spelling out the notions of Fsb and Cr the use of a modal

or an actual context makes an important difference in one’s theory of science. To

exemplify the growth of empirical knowledge a Popperian wants Fsb (modal) combined

with Cr (actual). From this point of view, it is easy to distinguish his position from the

stance of the inductivist. The latter does not value high falsifiability because he is looking

for verification. But, although valuing verifiability, the inductivist would not be satisfied

with mere corroborability either; he does not want a theory that can possibly survive a

severe test. He wants a theory that can possibly be verified in experience, and this takes

us to a nice contrast between falsificationists and verificationists: as explained above, the

degree of Cr is directly related to the nature of the tests survived. Those who claim that

corroboration is just another name for induction have overlooked the fact that the degree

of Cr of a theory is determined primarily by the severity of the tests that it survives, and

only in some special cases by the number (recall that the cardinality of the tests increases

corroboration very little). By contrast, verificationists -insofar as they subscribe to
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induction- are committed to saying that the number of instances of verification increases

the degree of ‘corroboration’.^^

4.5 Criticisms of Popper’s Notion of Corroboration

The commonest criticism simply says that the notion of corroboration expresses

the statistical (inductive) probability of a given hypothesis in light of evidence. We have

already seen how Popper disposes of this criticism and why he sees it as an indirect

consequence of the unwillingness of some critics to accept his solution of the problem of

induction. There are some authors who claim that given two hypotheses, neither of which

is falsified by the evidence. Popper’s notion of corroboration regards the more falsifiable

as the better confirmed.^* But this assumes the false premise that being ‘more falsifiable’

entails being ‘better corroborated’ and it obviously fails to distinguish between

corroborability and corroboration. What Popper says is that a higher degree of Fsb entails

a better chance that testing will result in a positive degree of corroboration, and more

importantly, that although a high degree of testability determines how severely we can

test a hypothesis, it does not determine how successfully the hypothesis may withstand

the severest possible tests. On the other hand, many of the best-articulated criticisms of

corroboration take one of two lines: (i) they point out that once a theory has been well

corroborated it does not seem to satisfy the desideratum expressed by the equation

This shows that corroboration is not the device by which Popper can smuggle induction into his theory

through the back door.

Though sometimes the same criticism is formulated with no reference to probability. For example

Stokes, who in this point sides with O’Hear (1980), Warnock (1960) and Watkins (1984), considers it very

difficult “.
. . to deny that corroboration involves a trace of induction, in which one accepts a statement as

confirmed because of the number of severe tests that it has survived in the past.” Stokes, Geoffrey. Popper:

Philosophy, Politics and Scientific Method. Malden: Polity Press, 1998, p. 30.

Barker. Induction and Hypothesis: A Study ofthe Loeic ofConfirmation. Ithaca: Cornell University

Press, 1957. pp. 156-161
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‘corroborability = testability = empirical content’. For if the degree of testability of /z is a

function ofhow unlikely it is that h survives a testing situation, when this occurs {i.e.,

when h becomes well-corroborated) we lose grounds to attribute to h both high degree of

Fsb and a good mark in Cr, because we know now that h passed the test (i.e., h is no

longer falsifiable with respect to that test). We can put forward a similar worry by saying

that well-corroborated hypotheses (qua corroborated) are not, in general, highly

falsifiable. (ii) They claim that Popper cannot have corroboration without inductive

assumptions. As 1 shall show shortly, critics argue that one cannot assess the performance

of a hypothesis in a testing situation ignoring unstated expectations about the results of

repeated tests, not to mention the more general assumptions about the regular behavior of

nature. In this way -the objectors charge- Popper sneaks induction back into his theory.

Let me discuss these criticisms appealing to the works of some influential thinkers. I shall

start with Putnam’s objections.

4.5.1 Putnam: Theory is not an End for Itself

In Putnam’s opinion, the scientific methodology that Popper advocates is both

partly right and partly different from common (inductivist) philosophy of science.

However, in what Popperian methodology is right about does not differ from the common

view, and about what it differs from the common view it is mistaken. Popper, like the

inductivists, accepts that scientists put forward general laws and that they test them

against observational data (and here Popper is right). As we have seen in previous

chapters, the main difference (with respect to common philosophy of science) can be

summarized by saying that Popper only admits falsification, so that Hume’s problem

does not arise for Popperian scientists, for they do not intend to verify laws but only to

falsify them (and here -Putnam contends- Popper is wrong). Further, Popper claims that
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when a scientist corroborates a law he is not entitled to assert that it is true or even

probable. And this is because an appraisal of corroboration is just a report on how well

the corroborated statement has withstood a test. In addition, Putnam believes that Popper

neglects the pragmatic side of science because in the scarce references to this issue in his

LScD he reduces the application of scientific theories to another test of the laws.^^ We

can see the inadequacy or Popper’s philosophy of science -Putnam maintains- by noting

that it makes science practically unimportant and incapable of producing understanding

of the world. The former, because scientists would never tell us whether is it safe to rely

upon a theory for practical purposes. The latter, because limiting our judgment to

cautiously ascertaining that a provisional conjecture has not been refuted yet, does not

amount to understanding anything. We can avoid both mistakes, however, by recognizing

that theory cannot be an end for itself, admitting that science aims to produce projectable

-i.e., useful- knowledge about the world, and accepting that the distinction between

knowledge and conjecture does a real work in our lives.

Certain features of Popper’s theory of science bother Putnam. I shall focus here

on two problems. On the one hand, Putnam finds Popper’s insistence on the

nonverificationist character of his notion of corroboration quite perplexing. On the other,

Putnam thinks that even if we could make sense of Popper’s notion of corroboration, his

” But this could not be well taken because “when a scientist accepts a law, he is recommending to other

men that they rely on it -rely on it, often, in practical contexts. Only by wrenching science altogether out of

the context in which it really arises -the context of men trying to change and control the world- can Popper

even put forward his peculiar view on induction. Ideas are notjust ideas; they are guides to action. Our
notions of “knowledge”, “probability”, “certainty”, etc., are all linked to and frequently used in contexts in

which action is at issue; may 1 confidently rely upon a certain idea? Shall 1 rely upon it tentatively, with

certain caution? Is it necessary to check on it?” Putnam. “The “corroboration” of Theories.” In: The

Philosophy ofKarl Popper, (op. cit.) p. 222
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epistemology would fail because scientific theories in such an epistemology do not imply

predictions at all. 1 shall discuss these problems in the same order I introduced them.

According to Putnam, Popper’s notion of corroboration presupposes induction.

And this is so despite Popper’s insistence to the contrary. For we can hardly deny that

people apply scientific laws in many situations, let alone that such applications involve

the inductive anticipation of future success. In addition, reports on corroboration are

barely distinguishable from reports on verification, because they depend on the rule:

“look at the predictions that a theory implies, see ifthose predictions are true
”
which is

common to both the deductivist and the inductivist schemas.'^^ Of course. Popper gives us

a story about how induction cannot support scientific laws and advises us to regard

scientific statements as tentative guesses. But the story seems implausible while the

advice is neither reasonable nor does it represent what scientists do. To see this clearly,

recall that in Popper’s epistemology, when scientists accept a theory, they select the

best-tested theory provided it is also the most (logically) improbable. In Putnam’s

opinion this constitutes a weird use of the term ‘improbable’ and overlooks the fact that

one among all the theories implying an improbable prediction could be the most

probable. More importantly, in the scenario in which several theories have survived a

particularly severe test, it is not clear how to choose the most improbable theory after the

prediction turns out to be true.

Ibid, p. 225. Alfred Ayer makes a very similar point: “whereas [the inductivists] hold that the

accumulation of positive instances confirms a universal hypothesis, he [Popper] prefers to say that the

failure of the instances to be negative corroborates it. I confess that I have never been able to see that this

difference amounted to very much.” See: “Truth, Verification and Verisimilitude.” In: The Philosophy of
Karl Popper (op. cit.) p. 685
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Since corroboration (as well as verification) requires a deductive link between a

theory and its predictions, one way to discredit either would be to show that, in general,

theories do not make predictions."" Putnam intends to do this by using as an example the

theory of universal gravitation (t/G). On his view, UG alone does not imply a single

basic statement because it says nothing about what forces other than gravitation may be

present in any system of bodies related in such a way that each body a exerts on every

body b a force Fab, not to mention that these forces are not directly measurable. Ifwe

want to apply UG to an astronomical situation (e.g., to deduce the orbit of the earth), we

need to make some auxiliary assumptions that simplify the theory stipulating its boundary

conditions:

(i) No bodies exist except the sun and the earth.

(ii) The sun and the earth exist in a hard vacuum.

(iii) The sun and the earth are subject to no forces except mutually

induced gravitational forces."*^

Only by using the conjunction between UG and the auxiliary statements (AS), it

becomes possible to derive certain predictions (e.g., Kepler’s laws) and by making (i)-

(iii) more realistic, the predictions can be improved. Putnam urges the point that AS are

not part of the theory and indicates that usually they are false statements (like (i)-(iii)

above) which are open for revision. He sees the well-known story of the discovery of

Neptune as a confirmation of the fact that when a theory appears to be in trouble,

scientists modify the AS rather than attempting a revision of the theory, for when a theory

has been extremely successful, a few apparent anomalies furnish no reason to reject it.

Putnam defines the term ‘theory’ in terms of a “set of laws” and understands these a.s “statements that we
hope to be true; they are supposed to be true by the nature of things, and not just by accident”, drawing a

sharp distinction with regard to boundary conditions, which he takes as usually false. Cf Ibid, p. 226

Ibid, p. 225. Putnam contends that Popper ignores the role of AS.
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So, keeping the theory and modifying the AS is common (and good) scientific practice,

unless there is a better alternative theory available. If the picture just described is

accurate, it will affect Popper’s doctrine and show that:

The law of Universal Gravitation is not strongly falsifiable at all; yet it is

surely a paradigm of a scientific theory. Scientists for over two hundred

years did not derive predictions from U.G. in order to falsify U.G.; they

derived predictions from U.G. in order to explain various astronomical

facts. If a fact proved recalcitrant to this sort of explanation it was put

aside as an anomaly (the case of Mercury). Popper’s doctrine gives a

correct account of neither the nature of the scientific theory nor of the

practice of the scientific community in this case."*^

Claiming that Popper does not intend to describe scientific practice but to say

what scientists should do (by way of proposing methodological rules) does not block the

above objection since there are no compelling reasons (in the example of UG) that make

the abandonment of the theory the right move. Given that scientists could not attempt a

falsification of UG due to practical and epistemic limitations and that the theory predicted

many other orbits correctly, it would have been a mistake to reject it because of a

deviance in the orbit of Uranus. Moreover, since it is possible to overlook the role of

nongravitational forces or fail to consider all the gravitational forces that are relevant to

an astronomical situation, we might be more justified when admitting that astronomical

data support UG than we might be regarding its falsification. On the other hand, failure to

pass an experimental test does not prove that a theory is incorrect (theories are not

strongly falsifiable). With regard to the contrast between falsification and verification,

Putnam concludes that the former is not more conclusive than the latter. As we can infer

from this argument, Putnam sides with Kuhn when advancing the claims that scientists

43
Ibid, p. 227 (emphasis added)
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rarely, if ever, try to falsify a theory and that anomalies do not afford strong reasons

leading to the rejection of an empirical theory.

According to Putnam, one problem for both deductivist and inductivist

philosophies of science is that they fixate on the situation in which we derive predictions

from a theory and test them in order to falsify or verify the theory. But science seems to

follow a different pattern, one in which we take the theory and the fact to be explained as

fixed and look for facts about the particular system that will afford us the explanation of

the fixed fact on the basis of the theory. Although he does not produce any argument to

this effect, Putnam thinks that we cannot measure falsifiability in terms of logical

improbability or content as Popper claims. Furthermore, Putnam admits that UG has

probability zero on any standard metric (as Popper attributes to universal hypotheses)

while he denies that the theory rules out any basic sentences. Regarding the selection of

theories, Putnam believes that scientists only choose “the most improbable of the

surviving hypotheses” in the trivial sense that all universal laws have probability zero

whereas this is never the case in any measure of probability. Thus, the Popperian sense

that attributes low (logical) probability to falsifiable statements does not make sense if

that concept means probability assigning equal weight to logically possible worlds."*^

Finally, Putnam agrees that good theories make their way to science only if they have

substantial, non ad-hoc, explanatory successes. However, -he proceeds- given that the

primary importance of theories is to guide practice, and that we determine the correctness

Putnam spends about one third of his paper explaining Kuhn’s views and examining the dispute between
Popper and Kuhn. Since Putnam’s strictures of corroboration do not depend on this topic, I will set it aside.

But this is not the sense in which Popper uses the notion of logical (im)probability. With this notion

Popper usually indicates content as a measure of the class of potential falsifiers and Putnam finds troubling

that this measure cannot be expressed as a cardinality (see Chapter 3, this Dissertation).
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of ideas in that realm, success in general accords better with inductivist accounts of

science because they “stress support rather thanfalsification."^^

In his “Replies to my Critics” Popper explains how Putnam goes wrong. In

particular, Popper is concerned with Putnam’s starting point that nothing can be deduced

from isolated theories, so that if we are interested in predictions we need to devise some

auxiliary statements that are to be conjoined with the theory. Without further

qualifications, we can see that this is not a fair criticism of Popper, since he wrote in

LScD (note *1 to section 28, p. 101) that nothing like an observation statement follows

from a universal law alone, without additional initial conditions. Moreover, he explicitly

equates ‘initial conditions’ to ‘auxiliary statements’ and avows that positive “instances”

of a law cannot be regarded as corroborating or confirming it because they can be had for

the asking."'^ Conversely, under certain circumstances theories (if they contain existential

statements) can entail empirically verifiable statements or (if they are strictly universal)

can entail the negations of basic sentences (which in general are not basic sentences

themselves). By attentively considering the latter, on the other hand, we can show that

Putnam is not very careful when claiming that nothing whatsoever can be deduced from

UG unless we adopt auxiliary statements, for it is possible, indeed, to deduce the negative

statement ‘there does not exist any pair of bodies ;c and y that do not mutually exert a

force Fxy’. We can say something along these lines regarding Putnam’s conclusion that no

theory is strongly falsifiable. Actually, when he makes the conjecture that scientists

would have abandoned UG if the world had started to act in a markedly non-Newtonian

Ibid, p. 237

47
Cf. RAS: 256. For another counter-instance to Putnam’s accusation see also CR\ 385
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way, he seems to disprove his own claim, for all that Popper needs for falsifiability is the

incompatibility of the theory with a basic statement (that describes an event) like the one

Putnam just identified.

Popper addresses another point made by Putnam. This concerns Putnam’s

multiple references to induction in his paper. He contends that there is an inductive

quaver in Popper’s description of corroboration and he suggests that any tentative

acceptance of the result of an investigation can be called “inductive.” Let us put aside,

momentarily, the former charge. The latter betrays a misunderstanding of Popper’s

description on what takes place when a scientist selects a theory. According to Popper,

choosing a theory from a set of competing alternatives “is an act of preference, and any

preference of a theory over another is in its turn a conjecture (of a higher order).”"*^ So,

one may choose a theory without being committed to taking the theory as inductively

established, and calling the theory “best” only means that it is both the best corroborated

and the best testable theory left. Before turning to my own assessment of Putnam’s

criticisms, let me report also that Popper points out in his reply that Putnam’s assertion

“Kepler’s laws are deducible from UG plus the AS" is historically false for those laws are

not only incompatible with UG but were corrected by the theory. To Putnam’s accusation

that when confronting falsification one can never determine whether to put the blame on

the theory or on one of the AS, so one is not sure which has been falsified. Popper replies

that: (i) we should regard the whole theory as falsified; (ii) determining whether the

culprit of falsification is the theory or one of the AS is also a conjecture; and (iii)

Popper. “Replies to my Critics” (op. cit) p. 995



163

replacing or modifying the AS might afford us a way of substituting the theory for a better

alternative, but that configures an entirely different situation.

I find these replies both right and clear. However, they can be reinforced with the

following points. To begin with, Putnam takes the assumption that a well-corroborated

theory may still remain highly testable after corroboration, as utterly odd. He wonders

how it is possible to select the most improbable of the surviving theories after the

prediction has turned out true. The answer to this quandary is not difficult. We do not

consider a theory logically improbable because of the tests it withstood (which make it

corroborated). A theory is logically improbable due to its nontested (negative)

predictions, and it is to those that we need to turn our attention when attempting to select

the most improbable of the surviving theories. Of course, if Putnam has in mind a well-

corroborated theory that has no severe tests left, then his worry would be justified.

However, although Popper has acknowledged that the degree of corroboration of a well

tested theory grows stale after some time, we should not expect that kind of situation for

genuinely universal theories with good explanatory power and high empirical content,

since they should have plenty of prohibitions to keep the tests running for a good deal of

time. On the other hand, given that in Popper’s sense empirical science does not aim at

establishing definite truths,"*^ we must be prepared to see even the most successful

theories deteriorate and be replaced by better competitors, and surely decreasing

falsifiability qualifies as one sign of deterioration.

“The old scientific ideal of episteme -of absolutely certain, demonstrable knowledge- has proved to be

an idol. The demand for scientific objectivity makes it inevitable that every scientific statement must

remain tentativefor ever. It may indeed be corroborated, but every corroboration is relative to other

statements which, again, are tentative. Only in our subjective experiences of conviction, in our subjective

faith, can we be ‘absolutely certain’.” LScD\ 280. For additional reasons to hold scientific theories

provisionally see: Simkin, Colin. Popper’s Fiews on Natural and Social Science. Leiden; E. J. Brill, 1993,

p. 19.
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I do not think that Putnam’s criticisms establish that one cannot have

corroboration unless one makes some inductive assumptions. Putnam seems to think both

that science is meaningful only if aimed to practical matters (something he deems foreign

to Popper’s project) and that asserting that a theory has passed a test commits the

evaluator to expect that it will pass additional future tests. The first belief seems to me

inadequate, but even if it were adequate it would not represent faithfully Popper’s view.

There is as much room for practical success in Popper’s theory of science as one could

want. The second belief is simply wrong. Popper has repeatedly claimed that his notion

of corroboration does not involve any prediction, whatsoever, about the future

performance of the theory on further tests. Moreover, if we consider the basic principles

of the theory of corroboration, we could see that no presupposition is made (or needed)

about how a theory will perform on future tests. Since appraisals of corroboration only

report the severity of the tests and how well the theory stood up to them at a given

moment of time, any inference about future performance is neither required nor

warranted. Now, if Putnam is complaining because people approach those appraisals

inductively, then he is barking up the wrong tree. Popper gives the definitions and

advises on their appropriate application; he cannot control, however, how one uses them

any more than makers of any device can guarantee that consumers will use their products

in the intended way. In fact, careful reflection upon Popper’s theory of corroboration

reveals that, when we are concerned with questions pertaining to the status of theories,

we can explain all our decisions by appealing basically to deductive procedures. Finally, 1

need to remind those who mention the issue of the belief (or expectation) in the regularity

of nature as an instance of an inductive assumption implicit in the theory of
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corroboration, that Popper treats this belief as a metaphysical rule. Furthermore, since he

makes no claim for the generalizability of appraisals of corroboration, the objection fails.

4.5.2 Lakatos: Corroboration is a Measure of Verisimilitude

We can find Lakatos’s criticisms of Popper’s notion of corroboration in his long

paper “Falsification and the Methodology of Research Programmes,” which is restated

with minor changes in his contribution to the Schilpp volume. In the latter, besides

reiterating his general criticism of dogmatic falsificationism, Lakatos links corroboration

to verisimilitude and presents a case against both notions. His elaborated story-like

argument runs like this: earlier (inductivist) criteria of demarcation laid down the aim of

science as the discovery of the blueprint of the universe. They took each partial

“discovery” as a step towards the goal and defined progress accordingly. When they

realized the difficulties of obtaining the true blueprint (derived in part from the problem

of induction), they settled for a more modest goal in terms of probability. By contrast.

Popper does not specify the aim of science. He considers the game as autonomous and

thinks that one cannot and need not prove that the game actually progresses towards its

unstated aim. For Popper, it suffices to hope that the game will make progress and that

we can pursue the game simply by its own sake.^^ The main asset of science was its

capacity to detect error and scientists were victorious in rejecting falsified theories and

provisionally accepting those that were corroborated. But Lakatos thinks that the only

function of high corroboration is to challenge the scientist to make every possible effort

to overthrow a theory. As a result. Popper’s theory of science offers methodological rules

At this point Lakatos makes a disclaimer; “of course it is abundantly clear that Popper’s instinctive

answer [in the days of Logik der Forschung] was that the aim of science was indeed the pursuit of Truth

. .
.” Lakatos. “Popper on Demarcation and Induction.” In: The Philosophy ofKarl Popper, (op. cit.) p. 253.
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for either rejecting or accepting theories and, in doing so, dissolves the problem of

induction (without providing a positive solution yet).

According to Lakatos, it is clear that within the framework of his Logik der

Forschung Popper cannot answer the question of what one can learn in the game of

science.^' Popper’s motto that one learns through one’s mistakes does not do it, because

one needs a theory of truth in order to detect error and a way to establish whether theories

increase or decrease in truth-content in order to determine progress. And Popper did not

have at his disposal the logical machinery required to treat both problems by the time he

published his main work. It was not until the early sixties that Popper actively

incorporated Tarski’s theory of objective truth into his own philosophy of science and

that changed his stance drastically. By exploiting his theory of verisimilitude. Popper

became able to state the aim of science in terms of truthlikeness, reestablishing the link

between the game of science and the growth of knowledge. Besides he could overcome

skepticism, avoid irrationalism and advance a more optimistic epistemology while

providing, finally, a positive solution to the problem of induction; now we know that

increasing degree of corroboration is the signpost of increasing verisimilitude. The

problem, however, is that anyone who wishes to address satisfactorily the question “what

can we learn in the game of science” appealing to methodological falsificationism, needs

to invoke some principle of induction. For we can easily recognize progress:

by an inductive principle which connects realist metaphysics with

methodological appraisals, verisimilitude with corroboration, which

This is mainly because he lacks an adequate theory of truth. So, "‘Popper's demarcation criterion has

nothing to do with epistemology. It says nothing about the epistemological value of the scientific game.

One may, of course, independently of one’s logic of discovery, believe that the external world exists, that

there are natural laws and even that the scientific game produces propositions ever nearer to Truth; but

there is nothing rational about these metaphysical beliefs; they are mere animal beliefs. There is nothing in

the Logik der Forschung with which the most radical sceptic need disagree.” Ibid. p. 254. Footnote

suppressed.
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reinterprets the rules of the “scientific game” as a -conjectural- theory

about the signs of the growth ofknowledge, that is, about the signs of

growing verisimilitude ofour scientific theories.^^

Lakatos rephrases what he considers is Popper’s positive solution to the problem

of induction by pointing out that we can deem the works of the greatest scientists as

exemplifying ways to increase our knowledge of the world (in terms of approaching

Truth). Now, in Lakatos’s opinion. Popper’s methodological appraisals contain the

hidden inductive assumption that “if one lives up to them, one has a better chance to get

nearer to the Truth than otherwise.”^^ In addition, one should interpret a high degree of

corroboration as a sign that the scientists might be getting close to the truth, just as

Columbus’s sailors interpreted the birds above the ship as a sign that they might have

been approaching land. Thus, inductive assumptions are present everywhere in Popper’s

theory. Lakatos thinks that only an inductive principle can guarantee the stability of

theory appraisals so that we can expect that attributions of falsification or corroboration

remain, in general, unchanged through time. On the other hand, Lakatos thinks that after

his ‘Tarskian turn’ Popper can correlate methodological appraisals (which are analytic)

with genuine epistemological appraisals (which receive a synthetic interpretation) and

claim that his positive appraisals can be seen as a conjectural sign of the growth of

conjectural knowledge. But, according to Lakatos, Popper is reluctant to make this move;

he does not want to admit that “corroboration is a synthetic -albeit conjectural- measure

of verisimilitude. He still emphasises that “science often errs and that pseudoscience may

happen to stumble on the truth.””^"^

Ibid. For an exposition of the Tarskian turn and an explanation of verisimilitude see Cli. 5 below.

” Ibid. p. 256

Ibid. Popper’s phrase comes from CR.
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Lakatos thinks that reluctance to accept that positive appraisals indicate

(conjecturally) growing knowledge, commits a Popperian to a sort of skepticism under

which one accepts that knowledge can grow, but without one’s knowing it. The

preference of theories to which the appraisals naturally lead, is also based on the

inductive principle which asserts that science is superior to pseudo-science, but

(regardless of this principle) Popper would classify a plausible statement like “physics

has higher verisimilitude than astrology” as “animal belief” To sum up, Lakatos presses

three main charges; (i) he accuses Popper of relying on hidden inductive principles, (ii)

he speculates that had Popper been acquainted earlier with Tarski’s theory of truth, he

would have given a positive solution to the problem of induction since the time of his

Logik der Forschung and (iii) he maintains that the correlation between verisimilitude

and corroboration (which he treats as a measure of verisimilitude) provides foundation

for an inductive (or quasi-inductive) principle that asserts the epistemological superiority

of science over pseudo-science.

I find the three charges unwarranted. Let me spell out some reasons for this

contention. Given that corroboration appraisals can be explained in deductive terms

(inasmuch as they can be derived from a given hypothesis and the accepted basic

statements) and that they merely report on the way a theory has passed a particular test, I

fail to see where the inductive assumptions are supposed to be. Lakatos makes a big deal

of the inferences that can be supported by ascriptions of corroboration and urges the point

that in order to select a theory one needs to use induction, but quite frankly, and

considering all we have discussed on corroboration in this chapter, I do not see that that is

the case. If the appraisals (which, strictly speaking are not ‘inferences’) are used to
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advance tentative conjectures (as the preferences are) about the theory’s potential we can

keep the game within the constraints of deductivism. Furthermore, making inferences

about the reliability of a scientific theory may require inductive assumptions, but we need

to recall that Popper explicitly rules out the view that theories can be considered as

reliable, likely or probable. The second charge is a bit more complex because it deals

with the evolution of Popper’s ideas and sustains different claims about the possibility of

providing a solution to the problem of induction once this is severed from the problem of

demarcation. The first thing that 1 shall say is that, in general, Lakatos’s speculation is not

supported by textual evidence. We can read in many places that Popper learned about

Tarski’s theory of truth as early as 1935. Moreover, he referred to this theory in his

Bedford College lectures in the same year and in print in his Open Society (published in

1945), so the claim that Popper only incorporated Tarski’s theory of truth into his own

philosophy of science around the late fifties or the early sixties is, to say the least,

disputable. However, this could be considered merely a minor point. What I find more

troubling is the denial that Popper can give a (positive) solution to the problem of

induction without his theory of verisimilitude and incidentally without appealing to

Tarski’s theory of truth. If all that Lakatos is claiming is that Popper does not solve the

problem of induction but only dissolves it, then I think I can agree with him. But, setting

aside the issue of whether Popper has actually given a solution to such a problem, one

needs to acknowledge that Just how what Popper wrote about this topic in LScD can be

reformulated so that it relies explicitly on the notion of truth, what Lakatos calls “the

As any reader ofLScD can tell, section 84 concerns the use of the concepts ‘True’ and ‘Corroborated’.
Popper writes that although it is possible to avoid using the concepts ‘true’ and ‘false’ we are not forbidden
to use them. See also the first Addendum to OS.
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positive solution” can equally be reformulated with no appeal to the notion of truth. To

make this point clearer, let us remember that, according to Popper, Tarski’s theory of

truth enriched his understanding of certain logical problems but did not modify his

epistemology.^^ The third charge deserves some careful consideration.

Lakatos finds it odd that Popper is willing to grant scientific status to an “absurd”

statement such as “nothing can travel faster than the velocity of light” but treats a

“plausible” statement like “physics has higher verisimilitude than astrology” as “animal

belief. This oddness could be avoided —Lakatos thinks— by connecting scientific

standards with verisimilitude and taking into account that corroboration is a measure of

verisimilitude (interpreting the word ‘verisimilitude’ in the regular sense of Popper’s

theory). But Lakatos’s position seems to be the result of confusion ofmany different

aspects. To begin with, Lakatos’s plausible statement is neither a scientific statement nor

a good candidate for such. It makes a meta-assertion about theories. Of course, nothing

prevents us from using the guidelines of Popper’s epistemology to analyze statements

like that, but proceeding in this way would require taking the appropriate precautions and

making the necessary distinctions and the outcome would probably be quite different

from what Lakatos’s argument requires. Secondly, one usually attempts to conduct theory

comparison with genuine rivals, and there are better choices than astrology to make the

contrast Lakatos is suggesting. Thirdly, it is doubtful that Popper would consider a

verdict about the status of astrology as mere animal belief, unless we define conjectural

statements in those terms. But ifwe stick to what Popper has written on that topic,

conjectures are the starting point of the (rational and critic) method of science and afford

See Popper’s “Replies to my critics.” (op. cit)
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us ways of improving our knowledge by subjecting them to careful criticism. However,

the biggest problem for Lakatos’s view of corroboration is how he understands its link to

verisimilitude. In Chapter 10 of CR, Popper suggests that degree of corroboration may be

taken as an indication of verisimilitude.^^ From that we can conjecture that the

best-corroborated theory is also the one that is closer to the truth, and we may risk the

same conjecture about un-falsified or falsified theories, indifferently. This gives good

grounds to deny that corroboration can be a measure of verisimilitude. Nonetheless, we

can make such denial more forcefully. We only need to remember that degrees of

corroborability are dependent on particular tests (which may or may not be performed) so

that we accord a good degree of corroboration to a theory when it has passed a severe

test. By contrast, verisimilitude depends on truth-content, and although establishing that a

theory is well corroborated can support our conjectures on verisimilitude, knowing that a

theory has passed a particular test is not sufficient to substantiate an ascription of

verisimilitude, we also need to have some information about the sets of true and false

statements that follow from a given theory in order to do the latter.

4,5.3 Derksen on Corroboration

As explained before, Derksen reports that a fair interpretation of Popper’s theory

requires the amendment of Claim I (we learn from our mistakes) with an enhanced Claim

I*: “only from falsifications, occasionally preceded by corroborations, can we learn.”

Presumably, corroboration secures the empirical character of theories, but Derksen thinks

I hope the reader will indulge me for not saying more about verisimilitude since next chapter deals

entirely with this notion. In the meantime, let me mention that Popper distinguishes between two questions;

the meaning of the statement “the theory (2 has a higher degree of verisimilitude than the theory and
“how do you know that the theory t2 has a higher degree of verisimilitude than the theory t”. The latter can
be answered only after answering the former “and it is exactly analogous to the following (absolute rather

than comparative) question about truth: ‘I do not know —I only guess. But I can examine my guess
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that corroboration is problematic on the following three counts: (i) it gives rise to a

question-begging argument; (ii) it forces the Popperian to presuppose the form of

induction exemplified by the belief that the future will be like the past; and (iii) it cannot

be appropriately combined with falsifiability. Let me spell these charges out.

In Derksen’s reconstruction of Popper’s theory, saying that a theory is the best

corroborated (the most severely tested so far) amounts to making an appraisal in the light

of our critical discussion. Singling out this theory {e.g., to select it) is only a measure of

the rationality of accepting, tentatively, a conjecture. The problem is that the argument

depends on the correctness of Popper’s conception of rationality, and, hence, relies on

Claim 1* which assumes that corroboration achieves something. In a parallel way, we can

see that scientific growth is possible only if genuine attempts to refute a theory fail

occasionally (since corroboration is nothing but failed falsification), but this again

presupposes that corroboration achieves something. I do not think it is difficult to reply to

this criticism. Assume that what Derksen calls Claim I* captures adequately the idea that

learning occurs through the replacement of false theories by corroborated theories. Given

the provisional character of all conjectures (including those about the status of theories)

one cannot say that Claim I* begs the question, because it only relies on the report of the

testing results without requiring anything about what corroboration achieves (strictly

speaking. Popper makes no claim whatsoever as to what corroboration may or may not

achieve). Concerning Derksen’s remarks on the correctness of Popper’s theory of

rationality, I think that this theory is not in question here. However, faced with this

difficulty, 1 would choose Popper’s own view; is there something more rational that the

critically, and if it withstands severe criticism, then this fact may be taken as a good critical reason in

favour ofit’.”C/?; 234
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willingness to withdraw a claim if it does not sustain criticism? If Derksen has either a

counterexample to this or a better story, 1 would love to know it.

Derksen’ s second charge is one of the variants of the more general accusation of

the inductive dependence of corroboration. He claims that Popper’s “probabilistic”

argument for the conjectural verisimilitude of well-corroborated theories can be non

inductive about the past and the present but cannot be such about the future.^* Let us

recast briefly the argument. Popper says that it is highly improbable that a theory

withstands a series of very varied and risky tests due to an accident; hence, it is highly

improbable that the theory is very far from the truth. This judgment supports the guess

that the theory may be closer to the truth (than some considered rival). But 1 do not see

where the inductive assumption about the future lies. Popper’s argument neither says nor

assumes anything about the future performance of this theory in similar or different tests.

Of course, one might read in the argument that if the theory has fared well in a series of

tests, subjecting it to another test in the same series would yield similar results, and this

can be enough to substantiate Derksen’ s accusation. Three observations are in place here,

however. Firstly, there is nothing against the possibility of the theory failing the next test

within the same family; secondly passing another test in the same family does not

increase the degree of corroboration and should not affect our evaluation of the theory (in

Derksen, A. “The Alleged Unity of Popper’s Philosophy of Science: Falsifiability as Fake Cement.” (op.

cit.) pp. 329-330. He restates the point in this way; “What reason have we to believe that the distribution of
the theory’s implications about its truth and falsity content will stay so favourable for us? What reason have
we to believe (or, if you want, to guess) that the theory will apply then as well as it did so far? The reason

that comes to mind, viz. that the future is like the past -to use the traditional formulation- is so inductivistic

that it would even make a complacent inductivist shiver.” Since Popper is not a justificationist, he could
simply reply that we do not have any reason to guess (not to believe) that a report on corroboration may
indicate certain distributions of truth-content and falsity-content. But the Popperian need not worry about
those distributions staying favorable to us, because the theory can easily accommodate (since it anticipates

them) positive as well as negative cases.
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other words, inductively increasing the amount of favorable evidence for a test has no

bearing on corroboration); and thirdly, Popper has explained tirelessly that corroboration

does not provide information about the future. It only tells us about the performance of

the theory in a particular test. So, Derksen’s criticism does not follow.

The third charge reiterates a worry that I have already discussed in section 2.3.

Roughly stated, it says that Popperians can never find a theory that satisfies the joint

requirement of good corroboration cum high falsifiability, since the latter is bound to

diminish with every significant increase of the former. If this is the case, either one lacks

good reasons to choose between competing theories, or one needs to give up

corroboration and use falsifiability as the only criterion of selection. In Derksen’s words,

since we cannot demand guaranteed success “Popper need tell us only what is our best

strategy -the strategy offering us the best chance of scientific growth. And the proposed

strategy may just be the best one available. It is disturbing, however, that the strategy

proposed neglects -at least may neglect- the best corroborated theory, the one which so

far survived the wildest tide of risky trials.

I

do not want to repeat my earlier

arguments here. Let me just point out, that claiming that falsifiability is bound to

diminish after every tests passed does not do justice to Popper’s theory. The assertion is

true only when we consider a particular test, but a genuinely universal theory may

remain highly falsifiable (in other respects) even after having survived a few severe

(different) tests. In addition, any selection of theories should consider both degree of

corroboration and falsifiability. Although it may not be possible to satisfy always the

ideal case, we can look for theories that have good degree of corroboration and high

Ibid, p. 325
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informative content. If they are not available because all we have left are

well-corroborated theories with low degree of falsifiability, it simply means that it is time

to look for suitable alternatives somewhere else.

4.5.4 A Whiff of Induction

I want to end this chapter by briefly recasting my replies to the argument that

corroboration requires or presupposes induction. (I hope that I have made it clear that it is

possible to obtain both good degree of corroboration and high degree of falsifiability.)

Objectors appeal mainly to two strategies. They point out: (i) that it is very difficult to

deny the existence of some sort of inductive link between a theory’s having passed a test

and the same theory passing the next test (the claim is sometimes restricted to the next

test within the same family); and (ii) that appraisals of corroboration presuppose

inductive expectations about the regularity of future outcomes. A variant of this criticism

that relies on Popper’s “coincidence” argument charges that the famous “whiff’ of

inductivism in the assumption that science can make progress towards greater

verisimilitude, backed up by good degree of corroboration, is actually a stiff breeze.

Popper’s coincidence argument simply says that it will be a highly improbable

coincidence if a very successful theory could correctly predict some precise

measurements (not predicted by its predecessors) unless there is some truth in it. The

inductivist whiff^** enters the argument with the unstated assumption (acknowledged by

Popper) that the real world is similar to what our best theories tell us (and in any case,

more alike to the descriptions of the superseding theories in detriment of the superseded

ones). Whiff or breeze, the objection would be devastating to Popper’s theory.

“ Popper referred to this problem in CR. There he saw a “whiff of verification”. In his replies, this became
a “whiff of inductivism”. See: “Replies to my Critics” (op. cit) p. 1193 (note 165b)
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As previously discussed, the most common versions of the charge that Popper

brings back induction to his epistemology simply misconstrue his theory of science. The

variant just mentioned is more troublesome because it involves the idea that when we

choose the best theory by combining all criteria (falsifiability, corroboration and

verisimilitude), we select a theory with both high degree of empirical content and higher

degree of verisimilitude than those of its competitors which have less successful

predictions, and, hence, a lesser degree of corroboration. Though this argument is

noninductive and it assumes that, prior to testing, the probability that the best theory has

a high degree of verisimilitude is the inverse to its initial probability, it relies on the

assumption that science can progress towards greater degrees of verisimilitude, which

might be deemed as an inductivist assumption. There are two possible replies to this

problem. The first one is what Popper has always emphasized. It consists of saying that

the claim that a theory has a greater degree of verisimilitude has the status of a guess, just

as any other type of appraisal does. This answer can be strengthened by adding that

ascriptions of verisimilitude are not inductive generalizations. They apply to a theory in

the light of the relative qualities of its competitors (which constitute a finite set) and can

be deductively established. The second answer is that the assumption that science can

make progress towards greater degrees of verisimilitude is a metaphysical rule (or

perhaps a meta-epistemological rule), not a condition that theories must satisfy to

participate in the game of science.



CHAPTER 5

VERISIMILITUDE

I should perhaps stress that, to my mind, Popper is the only person who
has made the slightest progress towards solving the problem of verisimili-

tude, a problem that he himself more or less discovered. Miller (1974)

As explained in the previous chapter. Popper’s theory of science can be

formulated without appealing to the notion of truth and without falling into pragmatism

or instrumentalism. This special feature, however, is independent of the identification of

the aim of empirical science in terms of a general search for the truth, a characterization

that Popper considers as a trite idea. In LScD, he makes several remarks to that effect,

when explaining the distinction between the concepts ‘true’ and ‘corroborated’, but it will

not be until CR that he presents his theory of verisimilitude. Roughly speaking, degree of

verisimilitude expresses the relative distance to the truth of a (false) statement or a

(partially false) theory. This notion is important because it makes it possible to define

progress in a series of false theories.' Assuming that theories are verisimilar (instead of

true simpliciter), it follows that they neither completely miss the truth, nor reach the truth.

The aim of science can be promoted by formulating theories that are closer to the truth

than their overthrown competitors. But the best way to estimate the relative distance to

the truth of a particular theory is through a comparison with a genuine rival. Given two

competing theories, it is the task of the scientist to decide which of them constitutes a

better approximation to the truth. In this chapter, I shall introduce Popper’s notion of

The substance of the theory of verisimilitude is to rank theories according to how well they approach the

regulative idea of truth.

177
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verisimilitude, discuss its role in a falsificationist epistemology, consider the main

criticisms of it, and propose a response to objections against Popper’s qualitative

definition of ‘verisimilitude’.

5.1 The Theory of Objective Truth

No theory of empirical science would be satisfactory without a notion of its

progress. In the foregoing, we have explored ways to demarcate science from

pseudo-science, to select between competing hypotheses, and to secure the empirical

character and logical strength of scientific theories. But, although we have given some

criteria to select the best theory from a lot, we have not said anything yet about what

constitutes progress in the endless game of science.^ Popper’s notion of verisimilitude

would complete the picture, because now we can say that science grows by making

successively better approximations to the truth. In other words, progress in science takes

place when theories with a lesser degree of verisimilitude are overthrown by theories

with a greater degree of verisimilitude. Why, however, are we interested in verisimilitude

rather than being concerned with truth? And how can we make sense of the idea that

science progresses by successive approximations to the truth? Before attempting to

answer these questions, we need to understand the role of truth in Popper’s epistemology.

Popper subscribes to Tarski’s correspondence theory of truth. On this view, a statement

is true if the proposition it expresses accords with the corresponding state of affairs. For

^ This statement requires some qualification. With the help of the concepts discussed in the previous
chapters, we can tell how a good theory looks (it would be well corroborated and falsifiable in a high
degree) even before the theory is tested. We could say also which ideal theory would be even better, given
certain conditions (e.g., its potentially passing some other tests). And this meta-knowledge supports a

vague idea of progress in terms of what Popper calls “relative potential satisfactoriness.” However, we are

interested now in a more straightforward and more comprehensively formulated criterion of progress. Since
truth does not manifest itself, we need to know when we are in the right track and be able to decide whether
we should stay on it. See CN: 217; and /?SR: 93 ff
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instance, the statement “snow is white” is true if and only if snow is white; the statement

“grass is red” is true if and only if grass is red. Strictly speaking, only the truth of certain

empirical statements can be conclusively obtained. By contrast, theories (i.e., sets of

universal statements), in general, cannot be true,^ but can have different degrees of

verisimilitude, which means that they are closer or farther from the truth. According to

Popper, the great merit of Tarski’s work is that it rehabilitated the old intuitive idea that

absolute, objective truth is correspondence with the facts, and enabled us to use this

notion in epistemology without running into logical difficulties.'*

In LScD Popper formulated his theory of science with no appeal whatsoever to the

notion of truth. He avoided using this notion in his epistemology and thought it possible

to replace it by deducibility and similar logical relations. In CR (and later on in Chapter 9

of OK) he explained his reluctance to use the notion of truth as a result of his finding it

problematic, and especially, as a result of not being able to give a satisfactory formulation

of the correspondence theory nor having an answer to the criticisms of it, embodied in the

semantic paradoxes. All this changed radically after Tarski’s work. Popper embraced his

theory enthusiastically as soon as he became acquainted with it because, according to

him, Tarski legitimized the use of an absolute or objective notion of truth defined as

correspondence. So far as I know, all that matters for Popper’s theory of verisimilitude is

the availability of an objective theory of truth that does justice to the old intuition of

correspondence between statements and states of affairs.

^ This assertion is controversial. I do not want to suggest that Popper is committed to it, since he allows that

a theory may be true (though perhaps we might never discover it). I deal with this problem at length later.

The way Tarski formulates his theory does not make use of the notion of truth having to do with what the

world is like, though he provides an articulated way to understand truth as correspondence. Perhaps Popper

is not giving a faithful account of Tarski’s theory of truth, but given our purposes here, we need not worry

about this issue.
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According to Popper, Tarski’s theory of truth fulfills that desideratum. Properly

understood, it provides us with good reasons to avoid slipping into conventionalism and

from that into relativism. But it does not provide a general criterion of truth in the sense

that it is not a theory of how to discover the truth. ^ Another important consequence of

Tarski’s theory -Popper holds- is that it affords a way to overcome the mistaken dogma

that a satisfactory theory of truth would have to be a theory of true belief (or

well-founded or rational belief). This result comes in very handy for Popper’s theory of

science, since he rejects a subjectivist epistemology in all its variants. Indeed, he thinks

that they confuse consistency with truth, “known to be true” with truth, pragmatic utility

with truth, and that they reduce knowledge to beliefs and mental states. We can see that

these identifications are wrong by noting that some statements may be true regardless of

whether anybody believes them and, conversely, that some others may be false despite

universal belief to the contrary. Presumably, such problems are absent in an objective

epistemology that deals exclusively with the logical content of our theories, conjectures

or guesses. Accordingly, the objective theory of truth “allows us to make assertions such

as the following: a theory may be true even though nobody believes it, and even though

we have no reason for accepting it, or for believing that it is true; and another theory may

be false, although we have comparatively good reasons for accepting it.”^

’ Cf. OS: 46. For a detailed treatment of Popper’s appreciation of Tarski’s theory of truth see: Miller,

David. “Popper and Tarski.” In: Popper's Open Society, After Fifty Years. Edited by Ian Jarvie and Sandra

Pralong. New York: Routledge, 1999.

® CR: 225. For Popper’s account of the epistemological implications of Tarski’s objective theory of truth

see: OS: vol. 1: 144 and vol. 2: 369; UQ: 130; RAS: 73, 79, 266, 273-275; MF: 174-175. For a more
technical treatment of the definition of the notion of ‘fulfillment’ by appealing to finite sequences, see his

paper “A note on Tarski’s Definition of Truth.” Mind, Vol. 64, No. 255 (1955)
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In Popper’s epistemology, truth becomes a regulative principle and it plays the

role of guiding our search for better theories under the assumption that we might learn

from our mistakes. Popper expresses this idea with the metaphor of a mountain peak that

is always -or almost always- wrapped in clouds, but which nonetheless is the inspiring

goal of a certain kind of climber. The fact that the peak cannot be seen does not preclude

its regulative force any more than repeated failures to reach it discourage the truly

motivated man from making additional attempts, avoiding the unsuccessful paths he

formerly took but using the ones that gave him some success:

The climber may not merely have difficulties in getting there -he may not

know when he gets there, because he may be unable to distinguish, in the

clouds, between the main summit and some subsidiary peak. Yet this does

not affect the objective existence of the summit, and if the climber tells us

T have some doubts whether 1 reached the actual summit’, then he does,

by implication, recognize the objective existence of the summit. The very

idea of error, or of doubt (in its normal straightforward sense) implies the

idea of an objective truth which we may fail to reach.

^

In a similar way, we can make progress towards the truth even though we cannot

say where the truth is exactly. By contrast, there are cases in which we can be sure that

we have not reached the truth; hence, we are in a position to dismiss the theory that we

were considering as a candidate for reaching that regulative goal. The former cases can

be dealt with by allowing that there are degrees of verisimilitude (relevant to better or

worst correspondence) that can be sensibly predicated of a pair of theories, say ti and t2 ,

so that one supersedes the other because it approaches more closely the truth. Popper

finds this way of referring to the standing of theories with regard to the truth (in the

Tarskian sense) illuminating for the purposes of understanding how a theory can

correspond to the facts better than a competitor.

'
CR-. 226
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5.2 Popper’s Notion of Verisimilitude

Popper presented his original definition of ‘verisimilitude’ in a leeture entitled

“Truth, Rationality, and the Growth of Scientifie Knowledge” partially delivered in the

International Congressfor the Philosophy ofScience (Stanford, 1960) and included now as

Chapter 1 0 of CR. The concept is cashed out in terms of the notions of truth and content,

and Popper claims we might obtain compatible results using either logical or empirical

content. By using the Tarskian idea of logical consequence, he defines the content of a

statement a, as the class of all its logical consequences. Of course, ifa is true, all its logical

consequences will be true (since truth is always transmitted from a premise to all of its

conclusions); if a is false, then we may encounter both true and false statements in a’s

consequence class. The subclass of all true statements in a’s consequence class is called the

‘truth content’ of a; the subclass of all false statements in a's consequence class is called the

‘falsity content’ of a.* Assuming that both the truth content and the falsity content of a

theory a can be measured in principle, Popper defines the verisimilitude (Vs) or truthlikeness

of a in the following way:

( 1 ) Vs(a) = aj(a)-af(a)^

* Although this is not a consequence class in the Tarskian sense, Popper offers some reasons to treat it like

such. (See CR: 393-397; OK: 48-52.) In CR he wrote “truth-content” and “falsity-content” hyphenated. In

OK he restricted the use of the hyphens to adjectival contexts. I will apply that convention here.

’ CR: 234. There is some ambiguity in Popper’s discussion of this idea since he uses the same notation to

refer both to statements and to theories; to measures of content and to the classes of statements that

constitute those contents. To eliminate the second ambiguity, hereafter 1 use (as in (1) above) boldface

italic print to denote measures, and mere italics to denote classes ofstatements. As far as the first type of

ambiguity is concerned, given that theories can be considered as systems of statements one may think that

the measure of verisimilitude simply carries over from statements to theories. However, although this does

not seem to be the case, for the purposes of examining the notion of distance to the truth whatever is said

about statements can be safely applied to the case of theories with no risk of confusion. It is worth

mentioning, in passing, that Popper commits the same ambiguity in all places in which he discusses

verisimilitude.



183

Where Ctiia) is a measure of the truth content of a, and Ctfia) is a measure of the falsity

content of a. Primafacie, this definition seems to satisfy our intuitions. For it makes a

theory’s degree of closeness to the truth a function of both the measure of its truth content

and the measure of its falsity content. The degree of verisimilitude of a theory t increases

with its truth content and decreases with its falsity content in such a way that if we could

add to its truth content whilst subtracting from its falsity content we would be improving

the theory.*” Ideally, a theory with an empty subclass of false statements that speaks

about all the facts of the world would have the maximum degree of verisimilitude and

should be deemed absolutely comprehensively true," yet such a perfect theory does not

seem to be obtainable (as we will see later) if the principles of Popper’s philosophy of

science are right. On the other hand, since empirical science progresses by conjectures

and refutations, that is, by the continuous replacement of false theories by competitors

that are better fitted to survive testing, the definition expressed by (1) proves its fertility

when we use it to make comparisons of those theories’ respective degrees of

verisimilitude. For if we could find a theory endowed with higher truth content and

lower or equal falsity content than one of its rivals, then such a theory would be closer to

the truth, as we can see in the following application of (1).

Consider theories t\ and ti, and assume that their respective truth contents and falsity

contents are comparable. Then we can say that t2 is a better approximation to the truth or

Strictly speaking, we can make progress towards the truth just by adding to a theory’s truth content

provided we keep its falsity content unchanged.

"
“Verisimilitude is so defined that maximum verisimilitude would be achieved only by a theory which is

not only true, but completely comprehensively true: if it corresponds to all facts, as it were, and of course,

only to real facts. This is of course a much more remote and unattainable ideal than a mere correspondence
with some facts (as in, say, ‘Snow is usually white’).’’ CR\ 234. By contrast, logic and mathematics are

fields in which we can reach absolutely certain truth, but this empirically empty truth does not say anything
about the world. See OS\ Vol. 11, 13.
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that it is more closely similar to the truth than if and only if (a) tj has greater truth content

than /], but does not have greater falsity content than t\, or (b) t\ has greater falsity content

than t2 , but does not have greater truth content than t2 .

(2) Vs{t2) > Vs{t\) iff (Ctr(t2) > Cti{t\) and Ctf{t2) < Ctf{t\)),

or: {Cti{t\) < Ctiiti) and Ctp{t2) < CtpiU)).

There are, however, several difficulties with the definitions in (1) and (2) above.

Since (2) amounts to the application of (1) to a comparison between any pair of

self-consistent, different and genuinely competing theories, it is possible to illustrate the

difficulties by restricting our analysis to (1).'^ This should suffice to make the point and

is easier to accomplish. If the definition is correct, then a theory t2 comprised of a single

true statement and having an empty sub-class of false statements would be better than a

competitor (call it fi) that has two statements -one true and the other false- hence a

nonempty subclass of false statements. Now, the natural candidates for t2 are tautologies

and trivial statements like Popper’s example, “snow is usually white.” But on a closer

look, the latter seems to have very little informative content, and the former type of

statements are completely devoid of informative content, according to Popper’s

principles. Moreover, all statements in the consequence class of a tautology must be

tautologies; hence no tautology can have a nonempty falsity-content sub-class. Thus,

according to (1) any tautology should exceed t\ by verisimilitude, but Popper’s theory of

empirical science rightly excludes tautological truths as the goal towards which science

aims. On the other hand, many trivial statements {e.g., isolated existential statements) are

Let me stress that (1) gives us a definition of the notion of ‘distance to the truth’ for statements.

Consequently (2) should be understood as using the very same notion for the case of theories. On the other

hand, to perform a comparison of the corresponding degrees of verisimilitude between competing theories,

a further constraint needs to be introduced. We need to deal with genuine rivals, that is, theories which talk

about the same sector of the world.
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not falsifiable. Hence they do not have empirical content (or such content is negligible).

Therefore, no theory whose only true statement is one of the kind just mentioned can be

considered for a comparison in terms of verisimilitude since, strictly speaking, it is

metaphysical.

In the addenda to CR, Popper offered a few additional distinctions that give a

better definition of ‘verisimilitude’ and ameliorate the difficulties posed by tautological

statements. Without bringing in all the technical details, I shall mention the most

important distinctions introduced and briefly explain what they contribute to the notion of

verisimilitude in the framework of a falsificationist theory of empirical science. To begin

with, we need to define truth content in such a way that (i) the concept can be applied

also to false theories and (ii) it yields a zero value when applied to formal truths or

necessarily true statements (since we want to rule out the view that empirical science

aims for tautological truth). Let T denote the class of all true statements of some language

L, and Ct stand for the measure of (logical) content, then we can write:

(3) a ^ T —> Ctfid) = Ct{a)

which means that if statement a is true, then (the measure of) its truth content is equal to

(the measure of ) its logical content. It is possible to express the logical content in terms

of the calculus of probability by writing: Ct{a) = 1 -p{a)P On the other hand, since

Popper says explicitly that, in this passage, he is using the word ‘probability’ in the sense of the calculus

of probability. However, a few paragraphs later he slips on the notion of absolute logical probability which
he takes to be required to mark a fundamental difference between laws of nature and laws of logic. On his

view, laws of logic have both maximum logical probability and null empirical content, exactly as the first

Wittgenstein held. Wittgenstein introduced the notion of probability in Tractatus (5.15) by saying that the

probability that one proposition gives to another is the ratio of the number of their common truth-grounds

to the number of the truth-grounds of the first, where a ‘truth-ground’ means a distribution of the

truth-values to the truth-arguments of the proposition, needed to verify the proposition. According to this, a

tautology has probability 1; a self-contradiction probability 0; and any other elementary proposition gives

to each other the probability 'A. Popper sometimes adopts this course, as we can see in LScD:3 1 8 where he
defines the absolute (logical) probability ofx as: p{x) = p(x,~{x & ~x)) and concludes that the absolute
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every false statement entails a class of true statements, we are justified in attributing truth

content to it. Suppose 6 is a false statement. In this case Cti{b) is a subclass of Ct{b)

(hence, Ctj{b) < Ct{b)), since the latter contains both false and true statements. If a is a

tautology (tautol), then the probabilistic formula above will give us a value of 0

(assuming we attribute maximal logical probability to tautologies and express that by 1 ).

For a self-contradictory system {contrad), we would obtain a probability value of 1

(under parallel assumptions), but Popper wants to reserve this value for maximal truth

content, so we need to make some changes. To have a satisfactory characterization of

falsity content Popper lays down a number of desiderata. Let F stand for the class of all

false statements of some language L. Thus

(4) (i) azT^CtF{a) = Q

(ii) azF-¥ Ctf{a) < Ct(a)

(iii) 0 < Ctf{a) < Ct(a) < 1

(iv) Ctficontrad) = Ct{contrad) ~ 1

(v) Ctiia) = 0 -> Ctfia) = Ct{a)

(vi) Ctfia) = 0 ^ Cilia) = 0(a)

(vii) Ctiia) + Ctfia) > C/(a)‘'‘

Some of these desiderata are fairly obvious under the assumption that the

maximal value of truth content in an infinite universe should be greater than 0 and equal

to 1. According to Popper, desiderata (iv) and (vii) are to make sense of the following

intuitive consequences: (A) since everything (including all truths) follows from a

logical probability of any supposed law of nature is less than any assignable fraction. Popper does not agree
with Wittgenstein’s idea that laws of nature are propositions of accidental universality nor does he accept
the assumption of logical atomism that each elementary proposition gives to each other the probability of
14, but he concurs with Wittgenstein that necessity belongs only to tautologies.

CR\ 393-394. All these desiderata spring from (1) and (3) above, and they contribute to what has been
called the logical (qualitative) definition of ‘verisimilitude’. Popper also offers a probabilistic definition of
‘verisimilitude’ (sometimes called quantitative). In this chapter, I shall focus mainly on the former. Since

according to (1) (Vr) Ctjit) 0, (v) is vacuously true unless {St) Ctjit) = 0 which does not seem to be the

case at that stage.
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contradiction, then the measure of the content of a contradiction equals 1
.
(B) we expect

that the measure of the falsity content of a contradiction be at least equal to the measure

of its truth content. Without (iv) and (vii) we would arrive at the unweleome result that,

in most cases, the falsity content of a contradiction will be smaller than its truth content.

To remove these blemishes. Popper replaces desideratum (iv) by (iv, a) Ctficontrad) =

constant, and (iv, b) Ctp{contrad) > Ctjicontrad). Since verisimilitude (see (1) and (2)

above) is expressed as a function of both truth content and falsity content, we finally

arrive at the following results:

(5) Vs (tautol) = 0

Vs (contrad) = - 1

- 1 < Vs(a) < +l'5

Before moving on to the next section, let me stress that Popper has worked out the

definitions in such a way that we accord a zero degree of verisimilitude to tautologies. To

obtain this result, he has appealed to the calculus of probability combined with his idea

that the logical probability of a statement is inversely proportional to its empirical

content. But it must be clear that attributing a greater (or lesser) degree of verisimilitude

to a theory is a completely different affair from attributing it a higher (or lesser) degree of

probability; and that verisimilitude should not be confused with probability. Some

philosophers have confused verisimilitude and probability because both notions are

related to the concept of truth and they both introduce the idea of approaching the truth

by degrees. However, one can see the difference clearly, at least for the case of logical

probability, since this represents the idea of approaching logical certainty (tautologieal

Cf. CR: 396. In the third expression a remains ambiguous and it can be replaced by a false or a true

statement, thus obtaining different values of Fs. Later on, I would suggest to drop any assignments of Fs to

self-contradictions.
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truth) through a gradual diminution of informative content (thus, it combines truth with

lack of content), whereas verisimilitude entails the possibility of approaching

comprehensive truth by combining truth with content.

5.3 Refining Verisimilitude

The sort of difficulties mentioned above might have lead Popper to restrict the

type of statements that could enter the truth-content subclass of a theory. In the new

definition formulated in OK he explicitly rules tautologies out from this subclass. Popper

explained the motivation for introducing the new qualification to the definition of

‘verisimilitude’ in the following way:

Every statement has a content or consequence class, the class of all those

statements which follow from it. (We may describe the consequence class

of tautological statements, following Tarski, as the zero class, so that

tautological statements have zero content.) And every content contains a

sub-content consisting of the class of all and only all its true

consequences. The class of all the true statements which follow from a

given statement (or which belong to a given deductive system) and which
are not tautological can be called its truth content}^

By courtesy, the class of false statements entailed by a statement can be called its

falsity-content subclass.'^ Notice that, according to Popper’s definition, the idea of

verisimilitude applies equally to statements or theories. Then, the foregoing caveat will

preclude comparisons where one deals with at least one statement (or theory) that is

tautological, since its logical content will be comprised only of tautologies and, a fortiori, its

“truth-contenf ’ subclass (quantified as zero) would be empty. This exclusion, of course, is

OK: 48.

” The falsity-content subclass is not a Tarskian consequence class (and it is not always the case that the

truth-content subclass is a Tarskian consequence class). But Popper offers a relativized definition in the

following terms: Ct^{a) = Ct{a, At) (where Aj- is the intersection of the content of a, with T, the Tarskian
system of true statements) which means that the measure of cr’s falsity content is “the (measure of) the

relative content of a, given the truth content ofAt of a\ or, in still other words, the degree to which a goes
beyond those statements which (a) follow from a and (b) which are true.” OK\ 52.
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consistent with Popper’s main definitions, according to which the empirical (informative)

content of metaphysical theories as well as of tautological ones is equal to zero, since their

respective logical content is devoid of empirical import.'* From this it follows that they have

neither truth content nor falsity content. On the other hand, all empirical statements and

theories, including false ones, possess a truth content greater than zero, because, even being

false, they are at some distance (no matter how big) from the truth, or as Popper suggests,

they have some resemblance to the truth (some degree of verisimilitude). In the light of this,

we need to reinterpret (2) in such a way that truth content is to be restricted to

nontautological consequences, as follows:

(2*) Vs(t2) > Vs(t]) iff (Ctriti) > Cti{ti) and Ctf{t2) < Ctpiti)),

or: iCtTih) < Ctjit2) and aK^2) < CtpiU))

(Where ‘Ctr’ isfree of tautologies)

Let us use a topological representation of the relative standing of different theories

according to their respective degree of verisimilitude. Ifwe follow Popper’s definitions, this

should be the right representation (I let ‘ACTW’ stand for the absolute comprehensively true

theory of the world):

Vs

(6)
-1 0-- - +1

Self-contradictions Tautological theories Falsified theories ACTW

However, I have some misgivings with regard to what (6) offers us. To begin with, I

do not see any reason to include in the diagram self-contradictions and tautologies (though

one might want to include them to indicate the outside boundaries as done in the diagram for

Fsb). Ifwe are concerned with the idea of approaching absolute empirical truth, it is

perfectly appropriate to focus all discussion on empirical theories. Moreover, Popper insists

The empirical content of these theories is also zero, for similar reasons.
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that the main point of verisimilitude is the possibility of making comparisons, and that it is

only through comparison that the idea of a higher or lower degree of verisimilitude becomes

applicable for the analysis of the methods of science. Of course, no comparison with respect

to self-contradictions or tautologies seems to be in place here. Consequently, I think we can

exclude from the diagram these types of theories with no risk of affecting our investigation

of verisimilitude. Secondly, the only reason to accord some degree of verisimilitude to a

contradictory theory is that everything follows from it. In my opinion, this is just a

peculiarity of deductive systems (i.e., a peculiarity of logic), but we need not transfer it to

our epistemology. The minimum requirement we are entitled to demand of a scientific

theory is that it is not self-contradictory; hence, this seems to provide additional support to

my suggestion of excluding these type of theories from (6). A simpler, more adequate

representation of the degree of verisimilitude of various falsified (false) theories would be:

ft\ fh fh fk fk
(7 ) 0 1

ACTW

I make no attempt to suggest a diagram for empirical statements. Firstly, because

if they are true, it does not seem appropriate to suggest that they might have one or other

degree of verisimilitude. When considering ascriptions of verisimilitude to true

statements, one may have in mind that they provide information about the world with

differential degrees of precision, universality and explanatory power, and that these

features ground one’s decision to rank them accordingly. But such features pertain more

to theories than to statements, therefore that claim seems to be misconceived. On the

other hand, comparing true statements with different degrees of precision or universality

is usually done with regard to those very features (precision and universality) and it is
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hard to make sense of any attempt to establish a comparison between them in terms of

verisimilitude, without conflating the two notions.'^ False statements are quite different,

since they have truth content according to the definitions above. Popper has managed to

illustrate how to attribute different degrees of verisimilitude to a pair of false statements

by expressing them as interval statements in such a way that they admit a consecutive

range of values, that is, a range of error.^*^ This procedure brings in surreptitiously the two

conditions that seem to be necessary for meaningful talk about verisimilitude: (i) that the

compared items are genuine rivals and (ii) that we have some way to rank order them

according to their closeness to the truth. Again, we see how crucial is the feature of

comparability for a proper understanding of verisimilitude.

A comparison is something that can be performed properly amongst distinct

objects that, nonetheless, share some feature (otherwise no meaningful comparison could

be established). Excluding the case of absolute comprehensively true theories, where talk

about verisimilitude is out of the question (since they are not truthlike, but true) and any

comparison regarding this property should yield the result that they are equally good

(there is no sense in choosing between two rival comprehensively true theories, and one

Popper seems to see this problem in a different way. In his opinion, true theories can have different

degrees of verisimilitude according to their respective empirical content or their respective logical strength

(/.e., true theory (2 has a greater degree of verisimilitude than true theory ti, if has more empirical content

—or if it is logically stronger— than tj). Although I have some trouble understanding this doctrine, I believe

what Popper has in mind is something like this: the aim of science is to grasp the absolute truth. A true

theory with higher empirical content has more to tell about the whole truth than a less informative

competitor, so even if they both are true, the former is closer to the whole truth, hence, more verisimilar.

But we can perform an equivalent comparison solely by means of the notion of empirical content and avoid
this difficulty. After all, the real value of the notion of verisimilitude is supposed to lie in the treatment of
unequally false competitors. For Popper’s view see his paper; “A note on verisimilitude.” British Journal
for the Philosophy ofScience, Vol. 27, (1976), pp. 153-155

Suppose it is now 9:45 p.m. Then we can say that the statement “It is now between 9:45 p.m. and 9:48
p.m.” is closer to the truth than the statement “it is now between 9:40 p.m. and 9:48 p.m.” Cf OK\ 36.

Note, however, that this procedure can be applied only to a very narrow class of statements.
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may even expect that this is just not a possible epistemological situation) the comparison

between theories produces interesting results when we have to deal with false theories

(again, which are not exactly at the same distance to the truth). Given that absolute truth

does not seem to be obtainable,^' can we meaningfully claim that there are some

falsehoods less false than other falsehoods? This must be the right conclusion to draw,

since the Popperian story about the growth of science privileges a process in which one

false theory is discarded in favor of another (potentially) false theory. If this is a step

towards progress, it must make sense to say that the new theory, although also false, is

closer to the truth than its discarded predecessor. But even ifwe are comparing a pair of

falsified theories, it is still possible to determine which one is better by considering the

tests that each has passed. Suppose, for example, that G has withstood tests which //

failed, then this “may be a good indication that the falsity-content of tj exceeds that of

while its truth-content does not. Thus we may still give preference to t2, even after its

falsification, because we have reason to think that it agrees better with the facts than did

,
„22

ti-

lt is important to mention at this point, that ascriptions of verisimilitude have the

same conjectural status that we attributed before to estimates of degree of corroboration

and even to attributions of degree of falsifiability. They all involve (tentative) appraisals

and though we should expect that the relative appraisal of two competing theories, // and

G, will remain stable in the absence of radical changes in our background knowledge, it is

We know of no interesting or valuable empirical theory that is absolutely true in this sense. The chances
of ever inventing or discovering a theory like that are extremely low given the limitations of the human
mind, the extent of our ignorance, and the approximative character of our knowledge. I shall discuss this

issue at some length later.

CR\ 235
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not impossible that the detection of mistakes, the dictates of rational criticism or the

discovery of new facts overturn it, and consequently that we have to revamp our

appraisal. Despite this possibility, however, we can always appeal to a theory’s content

and explanatory power to justify our preference for it and ground our conjecture about its

truthlikeness.

Before I move on to the most important objections against verisimilitude, let me

mention that in order to make sense of the idea of progress towards the truth we need to

check the compliance of at least three requirements in the theory to which we attribute

better agreement with the facts. According to Popper, these requirements (in light of the

previous theories) are: (i) Simplicity. The better theory should aim to explain the

structural properties of the world; it should proceed from some simple, new and unifying

idea and be capable of connecting things or facts that were not related before, (ii)

Testability. The new theory must be independently testable. Besides explaining all the

facts that its older competitor did, the new theory must have excess empirical content,

that is, it must make new (negative) predictions, (iii) Empirical success. The new theory

must pass some new and severe tests; it must have a better degree of corroboration than

its competitors. Now, the nature of the last requirement is clearly different from the

nature of (i) and (ii). While these are logical (and so, merely formal) requirements that

are needed to decide whether the newly advanced theory should be taken seriously and

considered as a good candidate for empirical testing, (iii) is a material requirement that

can only be checked in the empirical realm and need not be met, for even if the theory

fails new tests (from its outset) it can be still considered as a good approximation to the
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truth. For this reason, (iii) can be waived except when we are interested in increasingly

approaching the truth, in which case we demand also positive successes, for science

would stagnate if we did not obtain the corroboration of new, interesting predictions. All

this can be summed up by saying that ifwe accept truth as the regulative idea of science,

we should make sure that our new theories (that make successful predictions) have less

falsity content and more truth content than their competitors; that is, that they have a

greater degree of verisimilitude.

5.4 Criticisms of Popper’s Notion of Verisimilitude

Popper’s notion of verisimilitude has been criticized from several quarters. The

most general objection (and I would say, the most indirect, since Popper does not endorse

the view) points out the inconvenience of considering as the aim of science the search for

verisimilitude instead of the search for truth. (I shall deal with this objection later).

Another common objection branches from the potential links between verisimilitude and

corroboration. In the previous chapter, we saw that Lakatos confuses corroboration with a

measure of verisimilitude and that he takes the (alleged) difficulties of the former notion

to equally affect the latter. But it should not be difficult for the reader to clear this point

up and dismiss Lakatos’s qualms since we have already introduced an articulated

formulation of the measure of verisimilitude that is completely independent of

corroboration.^'^ A favored criticism charges that the stability of ascriptions of

At least as good as its better falsified-competitor. On the other hand, we have reasons to expect that any
theory eventually will fail a genuinely severe test (remember the testability requirement) and for this reason
alone there is not a significant difference between failing it at the beginning or long time ahead along the
road. Cf CR\ 242-243

There is an undisputable relation between verisimilitude and corroboration; namely that a corroborated
hypothesis may indicate that we have hit on the truth and, consequently, it may count for the truth content
of the theory to which it belongs, but this not the kind of relation that legitimates any attempt to define the
former notion in terms of the latter -among many reasons because the notion of truth is timeless whereas
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verisimilitude presupposes induction (Lakatos, Derksen), but this quandary does not

seem to be really on the track ifwe consider that such appraisals have also a conjectural

character and are not advanced as predictions about the future values that we may accord

to a particular theory. Furthermore, this criticism can be met by stressing that there is a

perfect noninductive connection between falsification and truth: namely, that a hypothesis

that contradicts a true test statement is false, whereas one that, so far as we know, does not,

may be, for all we know, true. The most serious criticisms, however, have been directed at

the definition of ‘verisimilitude’ and charge that neither the quantitative nor the

qualitative definition provide good grounds to attempt ascriptions of verisimilitude that

serve the purposes this notion is supposed to have in Popper’s theory of science. Critics

contend that the quantitative definition yields all kinds of unwelcome results, like

assigning a higher degree of verisimilitude to theories which, intuitively, should receive a

lower mark (for example, because they have less empirical content), thus failing to

discriminate adequately between two unequal competitors. But the most devastating

criticism is leveled against the qualitative definition. Roughly speaking, it argues that this

definition is unable to distinguish between two false theories (which in fact are not

equally close to the truth) because it cannot assign to them different degrees of

appraisals of corroboration are always indexed to a point in time and a set of accepted test statements. On
the other hand, discussing verisimilitude in terms of corroboration is a great temptation for many
commentators. One who succumbs to it is John Harris, who makes a mistake reminiscent of Lakatos’s.
Harris thinks that corroboration is a special case of the problem of verisimilitude and treats it as a function
of the agreement of a theory with the experimental data. But the inductive spirit of such proposal makes it

completely unacceptable within a falsificationist framework. (Cf Harris, J. H. “Popper’s definitions of
“Verisimilitude”.” British Journalfor the Philosophy ofScience, Vol. 27, (1976). On the other hand, there

are creative uses of this relationship. One such use can be found in Agassi’s suggestion to save
verisimilitude by reconciling the view that progress in science is empirical success with the view that

progress in science is increase in verisimilitude. Agassi purports to accomplish this by defining an increase
in verisimilitude as the combination of an increase in truth content and a decrease in falsity content, and by
urging the point that “a theory is more verisimilar than its predecessor if and only if all crucial evidence
concerning the two goes its way.” Cf: “To Save Verisimilitude.” Mind, Vol. 90, (1981) p. 578.
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verisimilitude. The champions of this objection are Tichy and Miller who have argued,

independently, that the definition in (2) does not work if our aim is to compare unequally

false theories expecting to find discriminating measures of verisimilitude because (2)

forces us to assign an equal degree of verisimilitude to any pair of false competing

theories which are not at the same distance from the truth. In what follows, I shall explain

Tichy’s and Miller’s criticisms and propose an amendment to the qualitative definition of

‘verisimilitude’ that will allow us to circumvent the charge just mentioned and block their

objection.

5.4.1 Tichy: all False Theories are Equally Verisimilar

Tichy contends that for very simple logical reasons. Popper’s definitions of

verisimilitude are totally inadequate. Let us recast his criticism of (2) by giving first the

basic logical definitions of it. He calls any finite set of (closed) sentences of a language L

(that has a finite number of primitive descriptive constants) a theory of Z. Suppose A, B,

C ... are arbitrary theories in L. Let Cn(A) stand for the set of logical consequences

(theorems) ofA, and T and F for the set of true and false sentences of L, respectively.

Then he can rewrite Popper’s definitions (1) and (2) accordingly. He writes Hr and Af for

the truth content and the falsity content ofH, and assumes that the truth contents and the

falsity contents of two theories, A and B, are comparable just in case one of them is a

proper (or improper) subclass of the other. Then, according to Popper’s logical definition

of Vs

A has less verisimilitude than B just in case

(a) At and Af are respectively comparable with Br and Bf, and

(b) either Aj c; Bj and Ap (X Bp or Bt (t Aj and Bp c Ap.^^

Pavel Tichy. ‘On Popper’s Definitions of Verisimilitude.” British Journalfor the Philosophy ofScience,
Vol. 25, (1974), p. 156. Note that this definition is supposed to restate (2), hence any criticism to it affects

(2). It is not altogether clear that Tichy captured correctly what Popper says, since he is using Aj to refer
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Conjoining this with the requirement for comparability above, we obtain the result

that A has less verisimilitude than 5 just in case either e Bt and Bf^Apor At^ Bt

and Bf cz Af. According to Tichy, the foregoing (as well as (2)) fails to give an adequate

explication of verisimilitude because ifB is false we can never obtain the result that A has

less verisimilitude than B, in clear opposition to what was intended. Tichy supports this

claim with the following argument. If B is false, then there is at least one false sentence

(call i\f) in Cn{B). Assume thatv4rc Bj. In this case, there is at least one sentence (call it

b) which is in ^T-but not in ^ 7-. However, if. b) whereas if. b) 0 Ap, since we have

identified b as accounting for the excess truth content of5 over A (which means that b 0

At). Therefore, Bp ct Ap, which violates one of the conditions just stated. We obtain a

similar result assuming that Bp c Ap. In this case, there must be at least one sentence (call

it a), which is in Ap but not in Bp. However, ifzDa) e’vf 7
- whereas ifzi a) 0 Bf, since a

does not belong to the falsity content of 5. Therefore, At (t Bp.

In the second part of his paper, Tichy argues that, given two theories A and B such

that A is patently closer to the truth than B, Popper’s probabilistic definition would

attribute a lesser degree of verisimilitude to A.^^ In this part, Tichy starts by considering

an example. Suppose we have a rudimentary weather-language L with no predicates and

both to a measure and to a class and there is no straightforward connection between the truth content
defined as a measure and the same notion defined as a class. This ambiguity, which is omnipresent in

secondary literature, seems to be licensed by Popper’s alternative definition of ‘verisimilitude’ in terms of
the subclass relation (see OK). In what follows, 1 am correcting some obvious notational mistakes in

Tichy ’s argument.

“ Cf Ibid, pp. 1 57-1 60. Tichy gives Popper’s probabilistic definition along these lines: take A and B as
theories, \c.ipiA) be the logical probability ofA and piA,B) the relative logical probability ofA given B.
Then the truth content of ^4 is 1 —piAp), and its falsity-content is 1 —piA, At). Verisimilitude can then be
expressed in terms of ctr and ctp in two alternative ways: (i) VsiA) = ctp (A) - ctp (A) or (ii) Kr(/4) = (ct/- (A)
— ctp (A))/i 2 —ctr iA) — ctp (A)).
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only three primitive sentences, ‘it is raining’, ‘it is windy’ and ‘it is warm’ (further

abbreviated as ‘p’, and ‘r’, respectively). If we assume that all three sentences

correspond to the facts, then writing t foxp . q . r, (which is a true theory of L) we obtain

T = Cn(t). Next, we are asked to consider the constituents of this theory (the eight

sentences that start with t and gradually replace each component by its negation,

exhausting all logical alternatives). These sentences are mutually incompatible, jointly

exhaustive and of equal logical strength (the logical probability of each is 1/8). Given the

relations of compatibility and incompatibility for any pair of sentences a and b of L, the

definition of ‘true in L ’, and the fact that every consistent sentence a of Z, is logically

equivalent to a disjunction of constituents (the disjunctive normalform of a) Tichy

proves that if a is false then ctfa) = (7/8) - p(a) and CtF(a) = 1 - \p(a)/p(a) +1/8].

The problem -he continues- is that, according to the definitions, the values of

verisimilitude of false sentences of L depend only on their logical probabilities in such a

way that no factual knowledge over and above the knowledge that the two theories are

false would be required to decide which of the two theories is closer to the truth. On the

other hand, “we want it to be possible for one false theory to be closer to the truth than

another false theory despite the two theories having the same logical probability.”^^ Now

suppose that Jones and Smith (who share a windowless and air-conditioned cell in prison)

use L to discuss the weather. Jones submits the theory; ~p . ~q . ~r (he thinks “it is a dry.

Ibid, p. 158. Tichy gives a table with the pertinent values {vs/ and vs2 stand for the two previous
probabilistic definitions of verisimilitude) for three false theories of L:

~p~q p. q . ~r ~p . ~q . ~r

CTr 5/8 6/8 6/8

CT,r 1/3 1/2 '/2

vs^ 7/8 2/8 2/8

VS2 21/25 1/3 1/3
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still day, with a low temperature”) whereas Smith thinks that the temperature is low but

conjectures (rightly) that it is raining and windy. Smith’s theory \sp
. q .~r. It seems

undeniable in the example that Smith’s theory is a better approximation to the truth than

Jones’s. Whereas Jones is wrong in all three counts (and therefore could not be farther

from the truth), Smith is wrong only as far as temperature is concerned (just on one

count). One should expect, then, that Smith’s theory have a higher degree of

verisimilitude; that it exceeds Jones’s theory regarding the measure of truth content and,

consequently, that Jones’s theory exceeds Smith’s theory regarding falsity content. But

the values (see previous footnote) assigned to each of these functions are the same for

both theories.

The situation gets worse when we consider a theory that is potentially farther

from the truth than another theory, because in some of these cases the probabilistic

definitions of verisimilitude accord a greater degree of verisimilitude to that theory and

do an awful job estimating its measure of falsity content, by contrast with the

corresponding measvue for its more truthlike competitor. Suppose now that Smith sticks

to his theory (call it S) while Jones weakens his claim by dropping his (wrong) conjecture

about the temperature. He maintains now that it is a dry and still day (-/? . ~q -call this

theory J-) and withholds judgment on the third fact. Since he is now wrong only in two

counts, his new theory is marginally better than his old one, but it is still very lousy and

not good enough to match, let alone supersede, Smith’s theory. One should expect both

that Jones’s theory exceed Smith’s in falsity content and have a lesser degree of

verisimilitude.
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However, according to the tabulated values, CtpiJ) is strictly less than the Ctf{S)

and Vs{S) is strictly less than the Vs{J). Tichy concludes that Popper’s definitions of

verisimilitude are wanting, but he suggests a solution for a simple language based on

propositional logic, that supposedly meets all the intuitive requirements. First, we define

the distance between two constituents as the number of primitive sentences negated in

one of the constituents but not in the other. Then we define the verisimilitude of an

arbitrary sentence a as the arithmetical mean of the distances between the true constituent

t and the constituents that appear in the disjunctive normal form of

I shall deal with Tichy’ s criticisms in due time. Before proceeding to Miller, let

me point out that his suggestion that we want to be able to distinguish by verisimilitude

two false theories with equal logical probability seems to be plainly wrong (I am

assuming he means by that logical strength, that is logical improbability). If, as Popper’s

theory maintains, any epistemologically interesting increase in verisimilitude amounts to

a corresponding increase in logical content, then what Tichy envisages can never be the

case nor does it correspond to what the Popperian wants. Quite the contrary, one should

expect that any two false theories that have the same logical strength would have the

same degree of verisimilitude, hence they would not be comparable (or the comparison

would not be meaningful).

5.4.2 Miller: No Two False Theories are Comparable by Verisimilitude

According to Miller, the problem of verisimilitude (an important problem which

still lacks a satisfactory answer) investigates what can there be about one false theory that

makes it eloser to the truth than another false theory. In his opinion, the answer to this

Ibid, p. 159. More clearly, Tichy requests to put the theory in disjunctive normal form, count the negation
signs and divide that by the number of the (conjunctive) constituents of the disjunction.
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question has to do with the notions of logical strength, power or informative content of a

deductive theory. Intuitively speaking, one false theory, say t2, can be better than another

false theory, say //, if t2 is logically stronger than ti, and says more than ti?^ Miller

restricts his criticisms to the qualitative definition of ‘verisimilitude’ -which he considers

to be “quite untenable”- and explains that when we are dealing with a “purely

qualitative” theory of verisimilitude, for comparisons of truth content (or falsity content)

we require that the measures be so related that one includes another (in the usual

set-theoretical sense). That many pairs of theories turn out not to be comparable either by

truth content or by falsity content (on Popper’s theory) is a consequence of that feature of

the qualitative definition.

Miller contends that no two false theories are comparable for verisimilitude under

Popper’s definitions of this notion; moreover, he insists that both definitions are operative

only for true theories (though they might work when there is at least one true theory

involved). To better understand Miller’s point let us quickly look to his more important

logical stipulations. To begin with, he treats theories as formulated in some first

order-language or other and assumes that no consistent theory is finitely axiomatisable.

As expected, we are asked to discuss verisimilitude appealing to Tarski’s calculus of

deductive systems, a deductive system being any set of sentences closed under the

operation of logical consequence. Miller uses Cn for the consequence operation and

defines a deductive system as a set of sentences A which satisfies A - Cn(A). It is

“Thus one way in which a theory can grow towards encompassing the whole truth is simply through an

increase in content. But, it can obviously be objected, and rightly, mere aggregation of consequences is of

no use in itself; we want these new consequences to be true. After all, any old fairy tale, however
preposterous, if grafted on to Galileo’s theory, will beget new consequences. But we would be disinclined

to accept such an augmented theory, in contrast to Newton’s, as a step in the direction of the truth.’’ Miller,

David. “Popper’s Qualitative Theory of Verisimilitude.’’ British Journalfor the Philosophy ofScience, Vol

25, (1974), p. 167
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assumed that systems can be partially ordered by the usual relation of set-theoretic

inclusion; that the set S of all sentences is the greatest, whereas the set of logical truths

(L) is the smallest, and that T, the set of all truths, is complete. Miller represents the truth

content of a system A as the intersection ofA with T (A \ T) and, like Popper, admits that

the falsity content is not a deductive system in the Tarskian sense.^° Assuming that falsity

content and truth content vary with content. Miller shows that the condition of

comparability expressed in (2) is inadequate to deal with any pair of false theories. 1 shall

formulate the gist of his argument without giving the technical details of the proofs.

Suppose that theories A and B are comparable by verisimilitude. Then, according

to (2), ifB is closer to the truth than A, it must either have more truth content or less

falsity content. Assume that they are not identical (and that A and B are not equivalent),

that By T
\[
Aw T; (where ‘ ||-’ represents the weak derivability relation), and that B does

not fall short ofA in truth content. Then we only have the four following possibilities:

(a) B is true and A is true. Thus B \[A, and so 5 |- >4 (since they are not

identical). Thus B y T \- A y T. We conclude that B is closer to the

truth than A is.

(b) B is true and A is false. A definitely has more falsity content than does

B. Thus B is closer to the truth than A is.

(c) B is false and A is false. [In this case 5 ||- ^4, so 5 |- A. Therefore, B
exceeds A in falsity content. But if A is false, it can be proved that B
has more truth content than A]. Thus B exceeds A in both truth and

falsity content, so that they are not comparable.

(d) B is false and A is true. As in (c), B exceeds A in falsity content. If

their truth contents are not the same, then B has more, so that no

comparison is possible. Otherwise we have a subcase of (b) with A
and B reversed.^'

Cf. Ibid, p.168-169.

Ibid,p. 172.



203

The upshot is that any pair of distinct theories that are comparable by

verisimilitude fall under the constraints just given. IfB is to be closer to the truth thanJ,

then it must be a true theory and A \ T must follow from it. If this result is correct. Miller

has shown that Popper’s qualitative theory of verisimilitude (as expressed in (2)) is

inadequate. In the last section of his paper, Miller takes issue with Tichy’s intent to give

an appropriate quantitative definition of ‘verisimilitude’ and discusses his toy theory of

the weather. Although I want to eschew the quantitative theory, let me give briefly

Miller’s criticism of Tichy. Consider another rudimentary language, inter-translatable

with L that contains three atomic sentences: ‘it is hot’, ‘it is Minnesotan’ and ‘it is

Arizonan’ symbolized by r, m, and a, respectively. Now suppose that m is defined as

either hot and wet or cold and dry (so that m is equivalent to r p), and that a is defined

as either hot and windy or cold and still (so that a is equivalent to r q). Furthermore,/?

is equivalent to r <r-> m and q is equivalent to r <-> a. The remaining conditions in Tichy’s

example are unchanged. Using the new language. Smith’s theory becomes ~r . ~m . ~a

whereas Jones’s \s~r . m . a, (the truth comes out asr . m . a). The situation is now

reversed: Jones is right in two counts and Smith in none. Miller thinks this shows that

comparisons of verisimilitude cannot be as language-dependent as Tichy’s counting

method makes them, and that any attempt to give a suitable quantitative definition of

‘truth content’ or ‘falsity content’ is deemed to fail.

5.5 Reply to Tichy and Miller

Since Tichy’s and Miller’s respective results against the qualitative definition of

‘verisimilitude’ (although formulated differently) are equivalent, I shall offer a single
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reply to their objections.^^ Their argument can be restated using our old acquaintances t\

and ti- One may say of two false but internally consistent competing theories with

comparable truth and falsity contents that t2 is a better approximation to the truth than t\ if

and only if either the truth content but not the falsity content of t2 exceeds that of or

when the falsity content but not the truth content of t\ exceeds that of ti. More precisely,

t2 possesses more verisimilitude than t| if and only if t2$ falsity content is a subset of ti’s

falsity content while /2’s truth content is not also a subset of ti’s truth content, or when

ti’s truth content is a subset of t2's truth content while /|’s falsity content is not also a

subset of t2's falsity content.

( 8 ) Vs(t2) > Vs(ti) iff (Of(t2) c QKh) and C/7</2) (X Cti{t\)),

or: {CtiitO e Cti{t2) and Ct/<t2) <X Q/</i))

According to Tichy and Miller the definition in (8 ) (which, as far as we know,

goes along the same lines as the one in (2)) cannot support attributions of higher

verisimilitude to a false theory in the light of a comparison to any of its false competitors.

In effect, both authors maintain that any increase in the truth content of the succeeding

theory will be accompanied by a corresponding increase in the falsity content of the very

same theory that counterbalances the former. Assume theory t2 is false (though a better

approximation to the truth than its rivals), then there is at least one false statement (call it

I should mention that, after twenty years, Miller still considers right his strictures of the qualitative notion
of verisimilitude. For obvious reasons, I disagree with this opinion as well as with his dismissal of
verisimilitude as the appropriate aim of science, in favor of truth (though he might be more faithful to the

spirit of Popper’s theory on this score). Acknowledging the great importance of Miller’s contributions to

the theory of verisimilitude and Popper’s acceptance of the tenability of his criticisms, 1 prefer to look in

another direction (which I will make clear in due time). On the other hand. Miller offers an algebraic theory
of distance to the truth that is supposedly an improvement on Popper’s ‘refuted’ views in this matter and is

not liable to the language dependence objection because he identifies inter-translatable propositions so that

their degree of truthlikeness and the comparisons by verisimilitude are fully independent of the language in

which the propositions are formulated. Given its technicality I will not discuss it here. (Whether Miller’s

theory is correct I cannot tell). The interested reader should see Chapter 10 of Miller’s book Critical

Rationalism: A Restatement and Defence (op. cit.) pp. 202-217
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r) comprising part of its content. If the truth content of t\ is a subset of the truth content of

tj, there is also a statement (call it s) that is a member of the truth content of ti which

exceeds that of 0- Nonetheless, the conjunction of r and s belongs to the falsity content

of t2 but not to the falsity content of t\

.

Therefore, the falsity content of ti could never be

a subset of the falsity content of as long as the truth content of ti exceeds that of t\.

According to this view, increase in the truth content of a theory is always followed by

increase of its falsity content. But if this is correct, all false theories are of equal status.

The excess truth content of one theory over another may always be conjoined with a

member of the falsity content of that theory to add proportionally to the falsity content of

that theory.

Tichy and Miller proposed some amendments to (8) and developed

(independently) a metric that supposedly could solve the shortcomings of the qualitative

definition. However, Popper himself showed that all attempts to arrive at a metric

treatment of verisimilitude are faulty.^^ For instance, they attribute equal measures of Vs

to theories which should have (intuitively) different degrees of truthlikeness, in a way

that contradicts the expected outcomes. Furthermore, they attribute increasing degrees of

verisimilitude to false theories deduced from false predecessors, when they should have

decreasing degrees of verisimilitude (given that they would have less logical content).

The first response to Tichy’s and Miller’s objections that comes to my mind is that when

we compare verisimilar theories we are concerned with the test situations that are

relevant to them and that can tell us which tests both of them have failed (that account for

See: Popper, Karl. “A note on verisimilitude.”(op. cit.). I will eschew all reference to Popper’s technical

proposal to solve the shortcomings of his (2*). On the other hand, since in this paper he still considers (2*)

correct, and my own suggestion applies equally well to (2*) or (8) 1 can safely ignore what is not crucial for

my argument.
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their falsity content) and which tests have been successfully passed by the better one but

not by its rival. In any case, we should not be worried for the results of logical operations

that can be performed in one theory but not in the other.

It is surprising, to say the least, that neither Popper nor any commentator seem to

give proper consideration to the caveat in (2*).^"* But ifwe are to exclude tautologies

from the truth content of an empirical theory, I see no reason for not being at least

cautious with tautological moves. If tautologies are not welcomed because they do not

have empirical content, logical operations in general, since they yield statements that do

not usually add to the empirical content of their antecedent component should be

suspicious too. I think that ifwe make some further restrictions to (2*) in such a way that

we either block or limit the use of logical operations as a legitimate way to add to the

truth content class of a theory, then we may respond successfully to the objections raised

above against the qualitative definition of ‘verisimilitude’. Let me present two ways of

achieving this end.

According to Popper, theories are sets of statements over a particular language.

Thus, one might consider that a theory is a logically complex statement. If we think about

what Popper wants to convey with the notion of a theory’s truth content being contained

in another theory’s truth content, it seems that this notion is not fully captured by the

presupposition of Tichy’s and Miller’s objection. The idea is that if Ctj{t\) c Cti{t2) and

t\ and tj share some test situations, the same true consequences will generate when the

same logical operations are applied to /2 ’s responses to those tests. Let us see if we can

Tichy mentions the point in passing, but he considers that as a slip since other statements in the same

page in which Popper introduces the restriction seem to be in conflict with it. In any case, he believes that

the difference is just “marginal”. Cf. Tichy (op. cit.) p, 1 56, footnote I.
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cash that out by developing Popper’s caveat concerning tautologies and my suggestion on

tautological operations. How, then, can we preclude the logical operations that generate

the problem?

To properly account for the excess truth-content, and the response of a theory to a

test situation we must focus in the information that a theory actually gives about the

world. Let us assume that theories are stated in an ideal language L, which meets the

following conditions: (i) the predicates ofL are as analyzed as they can be (so that the

concepts they express can be grasped without further analysis); (ii) L is consistent; (iii) L

is closed under the operation of logical consequence. If we think of theories as

formulated in this canonical language (in which all the predicates of the language are as

simply as possible) we can compare directly the cardinality of the predicates. We need a

function from the truth-content to a subclass of the things that are actually said about the

world by a theory; that is, a function of the truth-content to the true atomic sentences of

Ctj or the negated statements that are true. To this effect, we want to single out the

smallest set of atomic sentences from which the other sentences of the truth content of the

theory are deducible, with the caveat that no conjunction will be allowed. In addition, we

will characterize this subset as the cardinality of its class of atomic statements. Once we

have the subsets for both t\ and t2 , we will attribute greater Vs to t2 according to the

formulation in (9). (Let ‘|v4|’ stand for the cardinality ofA, and ‘y4r(Q;c(^y))’ stand for the

set of atomic sentences of the x-content of theory _y):

(9) Vs{t2) > Vs{t0 iff

{{\AT{CtT{t2))\ > \AT{CtT{h))\)&{\AT{CtF{t2))\ < \AT{Ctp{U))\)

or {\AT{Ctm)\^ \AT{CtT{t2))\)&- {\AT{CtF{t2))\ < \AT{Ctp{t^))\))
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This provides a simple and elegant solution to the difficulty at issue. By requiring

that all true statements which count as legitimate additions to the truth content subclass of

a theory be atomic ones, we are blocking the sort of objection examined in the

foregoing.^^ By extending the same requirement to the falsity content subclass one might

dissolve the criticisms of Tichy’s and Miller’s to (8) and (2). In effect, many logical

operations, insofar as they yield molecular statements would be blocked by (9). In

particular, conjunctions and disjunctions should not represent any problem for the

amended qualitative definition of ‘verisimilitude’, since their conclusions will not qualify

to add to the truth content or the falsity content of any empirical theory. At least three

questions are in order at this moment. The more general question will be; is it desirable

(and even possible) to ban all logical operations? The next question is: what do we do

with the logical operations that yield atomic statements as a result? For example, those

that merely unpack statements or validly separate any of their components. What about

logical operations that simply transform a statement into an equivalent?

These questions suggest that (9) is far from being a straightforward and complete

solution. It is doubtful that the answer to the general question could be affirmative,

though one may respond by saying that the intention is not to rule out logical operations

but only to preclude their conclusions (inasmuch as they are molecular statements) from

entering the truth content subclass. However, the remaining questions show that (9) by

itself is insufficient to produce the result that we want. My position, however, is not

hopeless. Another amendment to (2*) can do the trick.

To introduce my second suggestion let me define the notion of Empirical Content

(sometimes called also informative content). According to Popper, the empirical content

I am indebted to Kirk Ludwig for useful suggestions on this idea.
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of a statement of a theory {CIe) is the class of all observational statements (basic

statements) which contradict the theory. In the terminology ofLScD it is nothing else

than the class of potential falsifiers. It is important to mention that Popper excludes from

the class of basic statements (from which statements that play the role of potential

falsifiers come) the negations of almost all basic statements as well as disjunctions and

conditionals obtained with them. The reason he adduces for this exclusion is this:

[W]e do not wish to admit conditional statements such Tf there is a raven
in this room then it is black’, or Tf there is a mosquito in this room then it

is an anopheles'. These are no doubt empirical statements; but they are not

of the character of test statements of theories but rather of instantiation

statements, and therefore less interesting, and less ‘basic’, from the point

of view of the theory of knowledge here expounded; a theory of
knowledge which holds the empirical basis of all theories to be tests; or in

other words, attempted refutations.^^

In a parallel way I want to exclude from the truth content subclass not only

tautologies (like Popper does) but also the results of some logical operations. In

particular, I want to exclude the results of all logical operations that yield conclusions

with lesser empirical content than the statements they come from, and logical operations

that merely transform statements into their equivalents, as well as the addition of trivial

truths. This exclusion is congenial to a fallibilist epistemology in which increase in

empirical content is a desirable aim of science. So, broadly speaking, on my view an

increase in truth content should also give us an increase in empirical content, if it is to

count to support an increase in verisimilitude. Let me state, then, the new requirement:

one should count as an addition to the truth content of a theory only nontautological, true

statements which have at least as much empirical content as the statements that already

36
CR: 386-387
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account for the empirical content of a theory, provided they are not mere reiterations or

simple transformations of the statements from which they are deduced nor trivially true.

We might see this more easily in the next formulation. Let Ct-p*(^t2) be the excess truth

content of over /| (in other words and CtT*(t2) = {x : x g

Ctj{t2 ) & ~x G {Ct-jitj) n Ct-j{t\)), then

( 1 0) Vs{t2) > Vs{tx) iff Cti{t2) > a/iO) and < Ctpih),

or: Cti{t\) < Cti{t2) and Ctf{t2) < and

(y) (x) ((y e CtT*(t2) & X G Ctriti)) -> ((O^O) > a^(x)) & ~(y g>x)))

However, this might not be sufficient yet. For suppose statementp belongs to the

empirical content of ti. Then, the disjunction of

p

with any false statement (assume one that

comes from the falsity content of h) is a true statement, is not a tautology, is not equivalent

to/7, is a logical consequence of/?, and it might have more empirical content than p,

satisfying all ofmy requirements in (10). One could give a list of undesirable logical

operations {a la Popper) that should be excluded, but perhaps there is a better solution. Let

us consider a combination of the amendments in (9) and (10). This will give us:

(11) Vs{t2)>Vs{h)\ff

{{\AT{CtT{t2))\ > \AT{CtT{h))\)8c{\AT{CtF{t2))\ < \AT{CtF{h))\)

ov {\AT{Ct^{t^))\ < \AT{CtT{t2))\) 8c {\AT{CtF{t2))\ < \AT{CtF{t\))\))

And (y) (x) ((y g CtT*{t2) & x g CMO)) ^ ((Cf^Cy) > CtE{x)) & ~(y <^x))

It appears that this will do it. It excludes undesirable logical operations (like

conjunction and addition) that yield molecular statements, it is consistent with the

desideratum of searching for theories that are more informative (empirically speaking)

than their discarded predecessors, and it precludes statements which really add nothing to

a theory’s truth content from being counted as its assets. In addition, it is easy to see that

(1 1) is consistent with the amendment in (2*) and that it meets all desiderata in (4).

Popper values highly a treatment of verisimilitude that is consistent with the general lines
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of his epistemology. On such lines, logically weaker statements are, individually

considered, less verisimilar than logically stronger ones, and when incorporated to sets

(like the subset of true statements) add little to the logical strength of the whole class.

For these reasons. Popper also commends theories with high degree of logical strength

(high logical improbability) over their weaker counterparts. However, a problem remains

to be solved. In the original formulation of verisimilitude. Popper tried to establish a

parallel between the Tarskian idea of truth and his formulation of verisimilitude. He

pointed out the need for a treatment that would give to this notion the same objective

character and the same regulative character that Tarski gave to his idea of objective or

absolute truth. In NV, Popper stressed the need of finding a satisfactory definition of

this notion that could produce “a measure of verisimilitude which like truth would be

invariant with respect to translations into other languages.”^* Unfortunately, since both

(9) and (1 1) rely on a syntactical criterion, they could be considered as language

dependent and unable to comply with this feature. However, solving this problem does

not fall within the scope ofmy objectives in this dissertation, so I shall defer this task for

another occasion.^^

5.6 The Quantitative Measure of Verisimilitude

As already suggested, there are reasons to think that no metric yields desirable

results for a quantitative measure of verisimilitude (henceforth QVs), and certainly.

Verisimilitude, 1 hope is clear by now, is not a function of the available evidence, although (like truth

itself) may be a function of the truth value of the evidence.

Popper. “A note on verisimilitude.” op. cit. p. 147.

Since the class of statements that constitute a theory can be infinite, one may limit it by admitting into the

universe of statements only those which one conjectures to be relevant to the problem situation in hand.

Such restriction may furnish a solution to the language dependency objection.
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Miller contends that any attempt along the lines of Tichy’s rudimentary theory is

hopeless. Without the intention of proposing such a metric myself, let me give a simple

way of making sense of the notions involved in ascriptions of QVs that works perfectly

well for toy theories. It seems that a construal in terms of the arithmetic ratio between the

cardinality of the set of statements that comprises the theory and the cardinality of its true

statements suffices to this effect. Suppose that our theory, modeled after Tichy’s, is

comprised of the following three statements;

(1) it is raining (r)

(2) it is hot (t)

(3) it is windy (w)

Call this theory the ‘weather’ theory for convenience. Let S be the cardinality of

the set of statements of the theory, tf the cardinality of the subset of false statements of

the theory and tj-the cardinality of the subset of true statements of the theory. We can

easily determine the ratio of true statements with regard to S, the whole set of statements

that comprises the theory."*® For the six (basic) disjunctive normal forms of our simple

theory, we would obtain the following ratios, under the assumption that the state of

affairs makes true r & t &w:

a) r & t & w
b) r & t & ~w
c) r & ~t & w
d) r & ~t & ~w
e) ~r & ~t & w
f) ~r & ~t & ~w

tj^S =3/3 = 1

tr/S = 2/3 = 0.66

tj^S = 2/3 = 0.66

tj^S = 1/3 = 0.33

tj^S = 1/3 = 0.33

tr/S =0/3 = 0

Of course, by the same token, we can also determine the ratio of false statements of the theory with
regard to S. If we considered the theory as a finite set of statements and treated these as primitives allowing
only conjunction between atomic sentences (i.e., under the assumption that the theory can only be
developed through four -basically- distinct conjunctions) then we would obtain symmetric ratios for tj-iS

and t^-/S. However, to avoid unnecessary complexities, I want to stay away from the latter, and restrict my
suggestions to the former. To justify this move, I can appeal to Popper’s warning on the nature of falsity

content. He calls that a ‘content’ only for ‘courtesy’ since it is not a consequence class in the Tarskian
sense.
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Call this the “ratio technique” to estimate QVs. In the extreme cases (no true

statements or no false statements), the corresponding ratios yield noncontroversial

appraisals of plain falsity or absolute truth/' Assuming that the theory we are assessing

has at least one true statement, the elementary formula (j/S will give us a (positive)

estimate of QVs and the elementary formula //./S will give us an estimate of its relative

falsity (if the theory has at least one false statement). For the case in which there are no

true statements in the theory we have to say that the truth content subclass is empty and

assign a zero degree of Vs to the theory, which accords with Popper’s intention and with

our intuitions.'*^

If, as stated above, it is raining, hot and windy the weather theory is absolutely

true, and it should receive the maximal measure of QVs. Accordingly, its distance to the

truth is zero (because it coincides with it). False weather-related competing theories that

are wrong in two counts or one count will have, respectively, values of QVs of 2/3 and

1/3, which accord to our intuitions; and a theory that is wrong in all three counts will

have a value of QVs of 0/3 which is the same as zero {i.e.,, it will be absolutely false, also

in accord with our intuitions). It is easy to see, also, that false weather-related competing

theories receive a better mark for QVs as a function of having more true statements (and

presumably a higher truth content). This technique yields satisfactory results for any

Unfortunately, we arrive at different results if we rank order (a)-(f) by using the notion of distance to the

truth (D/), as expressed by the formula: ‘truth content - falsity content’. Assuming that these contents can

be measured by tj-and //. respectively (in the sense described above), and replacing ///S by the appropriate

fraction, the ratio yields:

a) r&t&w /y._,^.= 3_o = 3;D//5 =3/3= 1

b) r & t & ~w t-r- ty=2 -
1 = \, D^1S = 1/3 = 0.33

d)r&~t&~w //—//.= 1 - 2 = -l;D//S =-1/3 =-0.33

f) ~r & ~t & ~w // - //= 0 - 3 = - 3; D//S = -3/3 = -1

Now we obtain negative values, and for the absolutely false (f), the value Popper suggests should be

accorded to contradictions.

If the theory has no true statements whatsoever, it does not require much argumentation to say that it is

false. In this case it does not make sense to talk about its ‘distance to the truth’, unless one uses this notion

as a limiting reference.
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finite group of related (but competing) theories that differ only in the respective number

of true and false statements (the number of variants being also restricted by the number of

statements in the theory^^). In addition, it calls for a different topological representation

of the possible variants.

To see the peculiarities of this representation, let us adopt the following

convention. Assume that we can put theories along a horizontal continuum in accordance

with their degree of Vs (as measured by the ratio technique). We can say that the degree

of Vs of a theory (when the appraisal can be made) lies between 0 and 1 , with the

exclusion of both extremes.'*'* Let the maximum degree of Vs equal one. But maximum

degree of Vs is just plain truth. So let us attribute this measure only to (absolutely) true

theories, that is theories which are not (strictly speaking) verisimilar but true.'*^ Let

complete lack of Vs equal zero. Then zero degree of verisimilitude equals absolute

I am relativizing the notion of QFs to families of theories (FT) (thus, Ctj(t^,Fr) etc.). Another problem of
the ratio technique is that it yields counterintuitive results when the calculations ofQVs for two theories ( r,

and ?2) are performed independently. For example, let p, ... p„ be the set of statements of a theory; an
indication of falsity, and suppose {p,, ~pj, p,) whereas tj: {Pi, ~P2, Pr, ~P4, Ps, Pe, ~P7, Ps, P9}; then if we
measure Ql^s in the way just indicated QFs((,) = QVs(l2). But obviously is more informative than (, and
should have greater Ks on any measure. To avoid this undesirable result we will use as the denominator the
cardinality of statements (5+) in the theory that has more statements within the family with which we are
working. So QVs(FT) = t„/S+, which gives different values for QVs{t^) and QVs{t2). This proposal can be
generalized to the whole family of theories, in which case one ofthem would be the comprehensively true

theory of the world. The ratio technique would run into trouble when we consider a theory with an infinite

number of logical consequences. But there is reason to think that the required comparisons can be extended
to cases in which we have an infinite set of statements, because any set (even an infinite S+) can be mapped
onto a line with 0 and 1 in the extremes. Since there are many ways to accomplish this task, the challenge
would be to find the algorithm that yields the right measure for our purposes.

It should be obvious that this is an extension of a similar representation devised by Popper to depict
graphically the degree of falsifiability of diverse theories. On the other hand, I think we are entitled to use
the same graphic metaphor and to take verisimilitude as an analog of falsifiability because Popper’s
formulation of the former notion is done also in logical terms.

We can see that this analogy holds in all important respects by noticing that the maximum degree of
falsifiability is attributed to contradictory theories because they can be falsified by any possible state of
affairs. But contradictory theories are not precisely an example of the good empirical theory that we are

looking for. One can put this in less formal words by saying that a theory is better the higher its degree of
falsifiability is. So we want theories which, by being easier to falsify, have high empirical content, but we
certainly do not want to formulate theories that are contradictory. There is a sense in which we want to

exclude the extreme point of the continuum but keep it as a comparison point.
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falsehood (instead of tautologousness, as Popper holds). On the other hand, though this

technique supports the attribution of a certain measure of Vs to an isolated theory, it is not

clear how to draw any epistemological conclusion out of a single value. However, this

problem can be remedied when we consider at least two related theories. As a

comparative notion (as 1 also take the notion of falsifiability to be). Vs only makes sense

when it is decided in the light of at least one competitor. I think this point, which has

been neglected in the literature, is crucial to comprehend the way the criterion works. We

can see that the previous rules to rank order theories conform to the principles of

Popper’s epistemology by taking into account that: (i) absolutely true theories, that is,

theories with an empty falsity-content subclass cannot be, properly speaking, called

verisimilar; they are (rue in the full extent of the word, (ii) Tautological theories are

excluded, not because they cannot have a nonempty truth-content subclass (or because

they have an empty falsity-content subclass) but because they are not testable and

self-contradictory theories are excluded because they do not meet the basic condition of

empirical science. All other theories should be accorded various degrees of Vs and,

therefore, can be properly represented as occupying different positions in the continuum.

Since any comparison of Vs is a comparison of the size of the respective truth-content

subclass and the falsity-content subclass of competing theories (a comparison of their

ratios, according to the technique just described), the continuum admits of an indefinite

number of proper fractions between 0 and 1, with the exclusion of both extremes. This

feature is desirable since any comparison involves a finite number of theories, perhaps

two and almost certainly just a small handful of them. (That the number of possible

theories is infinite does not pose any problem, since there is no actual situation in which
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one may be confronted with an infinite number of theories and needs to select among

them. However, if the objector insists, one could rephrase the definition to accommodate

an infinite number of values, for nothing important hinges on this issue.) Accordingly, we

can represent degrees of Fs as follows:

VS2 VS3 FS4 Fs5

( 12 ) 0 ^ -1
absolutely false theories'^^ absolutely true theories

Perhaps I need to re-emphasize the motivation for one of the restrictions proposed

in (1 1). Precluding the use of logically inferred statements (by using tautological moves)

to build the truth-content subclass conforms better to a workable definition of

verisimilitude for the following reasons. Failure to do so makes it practically impossible

to differentiate between the truth content of any two arbitrary true propositions, since any

proposition implies tautologically an infinite number of statements. As we know, truth is

transmitted from premises to conclusion then if a statement is true its logical

consequences must be true.'*^ But, in empirical science, we are not interested in increasing

It should be patent why (12) furnishes a better topological representation of the degree of Ks of diverse
(but related) theories than (6) and (7) above. On the other hand, Popper does not speak of “absolutely false
theories, and he reserves point zero for tautologies since their truth-content and falsity-content subclasses
are empty; hence, they have no Vs. Orthodox Popperians may find the idea of absolute falsehood hard to

swallow (after all, are not all falsehoods at some distance from the truth?) and they might object also to the
removal of tautologies and self-contradictions from (12) or point out that (absolutely) false theories have a
non-empty truth-content subclass. Granting that there is a tension between the basic implication of Vs
(every false statement has some truth content) and my recommended treatment of absolutely false theories,
I think my position is defensible on the following grounds: (i) it seems preferable to say that a theory
comprised exclusively of false statements is at the maximal distance from the truth, as I suggest; (ii) my
proposal is restricted to families of theories, in such a way that when we assign Vs zero to a theory we
only mean that is at the maximal distance from the truth within that family (naturally, (1 1) and the
conventions adopted for its sake, would not work to rank order unrelated theories, let alone the whole set of
theories in empirical science).

This is the right time to point out an ambiguity that infects Popper’s notion of verisimilitude. He usually
defines this notion by appealing to the Tarskian operation of logical consequence, yet when he unpacks the
definition and offers examples, he refers frequently to the entailment relation. But they are different. The
former holds between sentences whereas the latter is usually treated as a relation between propositions.
More clearly; is a logical consequence ofA iff in every model in which A is true B is true, or,

equivalently, on every reinterpretation of the non-logical terms in A on which it is true, B is true as well.
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the number of true consequences simplicitcr. We want true consequences that have more

empirical content than the premises from which they were inferred. Thus, ifwe restrict

the consequences of a given statement (theory) to statements that are not obtained

tautologically, we can say that either we obtain true consequences that might add to its

truth content or we may obtain false consequences that increase the statement’s falsity

content. In either case, we would obtain statements that can be used to determine the

status of a theory with respect to its truth content, its falsity content and accordingly its

degree of Vs. On the other hand, if a theory has only false statements, I see no reason to

accord to it any (positive) degree of Ky just because many true statements follow from it

by conditionalization (which precludes its truth-content subclass from being empty). It

seems preferable to accord to this theory zero degree of Vs to indicate maximal distance

to the truth within the family of theories to which it belongs. This situation should not be

confused with the case in which we have two false related theories (with nonempty

truth-content subclasses, according to the restrictions of (11)). In such a case, a

comparison between them in terms of truthlikeness is meaningful only if the two theories

besides being false (presumably falsified, though not absolutely false) minimally meet the

Accordingly, ifB is a logical consequence ofA, then A entails B, but the reverse need not be the case (/.e.,

it does not follow that ifA entails B, then 5 is a logical consequence ofA.) One proposition entails another
just in case the truth of the first is sufficient for the truth of the second in the sense that its content and
structure together with its truth guarantee the truth of the second given its content and structure. For
example, let A be the proposition W is odd’ and B ‘X is not divisible by 2’, then A entails B, but B is not a
logical consequence of^. Kirk Ludwig (to whom 1 owe this point) has suggested to me that Popper
probably needs to use entailment rather than logical consequence (and judging by some of Popper’s
examples —as well as my own examples below— this seems to be the case) because, in general, the content
of a proposition should be identified with what it entails. To solve the problem that propositions which
differ in content may have the same entailments (e.g.. the proposition that C is a square and that C is a
six-sided regular polyhedron) Ludwig recommends to introduce a narrower notion of 'truth content', based
in the entailment relation (e), which yields a more useful notion than would a similar definition in terms of
logical consequence. Such definition can be stated in the following terms:

S and R have the same (e)-truth content just in case everything that the proposition expressed by S entails

the proposition expressed by R entails and vice versa.
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two following criteria (i) they have been corroborated at least once, and (ii) they have

some residual empirical content. But, again, they both cannot be absolutely false or else

the comparison would not be meaningful.'^*

Unfortunately, the ratio technique to estimate degrees of QVs has several

shortcomings that render it useless. Firstly, it works only for very simple theories

formulated by means of a finite set of statements, which cardinality we know. But, as is

currently accepted, the number of statements of any epistemically interesting empirical

theory is unlimited and probably infinite (not to mention that what makes a theory strong

lies precisely in its unknown true consequences). This means, briefly stated, that this way

of calculating degrees of QKy is inapplicable to the sort of theories in which the

epistemologist is interested.'^^ Secondly, this technique ignores the basic definition of Vs

according to which that notion is tied to the logical consequence operation for both the

truth-content and falsity-content subclasses. Disregarding tautologies (and many

statements obtained by using tautological, that is, truth preserving moves, as indicated

above) one can still expect that the number of true consequences of a theory is relatively

large; in any case, that is larger than the number of its component statements and its

disjunctive normal forms, and this fact alone seems to defeat the ratio technique and other

It can be argued that the truth-contents of these theories show nothing about their relative merits, because
-as is known- several sets of distinct statements might agree with the same set of facts (or that evidence
can corroborate even false theories). But this objection does not hit upon the logical characterization of Vs
and is irrelevant to our present purposes.

In RAS Popper seems to give up any hope to find a suitable measure of Vs but contends that, for the
purposes of his epistemology, it suffices with the intuitive use of the notion that grounds rationally our
belief that a theory is closer to the truth than another theory t,. The point is that, “though we may
reasonably believe that the Copernican model as revised by Newton is nearer to the truth than Ptolemy’s,
there is no means of saying how near it is: even if we could define a metric for verisimilitude (which we can
do only in cases which seem to be of little interest) we should be unable to apply it unless we knew the
truth -which we don’t. We may think that our present ideas about the solar system are near to the truth, and
so they may be; but we cannot know it.” RAS\ 61 ;

see also pp. xxv-xxvii and 57-59
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procedures of similar persuasion used to estimate degrees ofQVs. If we tried to use

Popper’s scarce examples as a model for the sort of statements that qualify as legitimate

members of a given truth-content subclass and attempt to draw the corresponding true

consequences for the weather theory, we would obtain statements such as: ‘it is not still’,

people who go out under the present conditions normally use umbrellas’, ‘flags in

flagpoles are wavy’, ‘the thermometer reads on or over 85°F’, and many others like that.

What sort of predictions does this theory make? Hypothetical statements like “if

you go out without an umbrella you will get wet”; “if that tree has loose limbs (or leaves)

then they will fall,” etc. It is hard to think of a false prediction that can be made by using

the (absolutely) true version of this theory, provided we restrict ourselves to the set of

statements given and stick to the conditions stipulated in (1 1). But ifwe use one of the

weaker false theories, then we can make false predictions like: “the thermometer will

give a reading which is less than 85‘>F,” (assuming we have previously stipulated that any

reading of temperature less than 85°F does not count as hot) as well as some true

predictions which will increase the number of its true consequences (by the way, consider

that theories (a) - (e) above can share some of its respective true consequences). The

complexities and difficulties posited by a simple theory such as this illustrate how it

could be the case for a real theory that is comprised ofmany statements (both true and

false). However, many of the difficulties can be solved (or eschewed in favor of an

intuitive approach) if we (a) restrict the discussion to the case of competing theories and

(b) qualify the theories’ statements in such a way that we are able to rank order them by

epistemic value. Let me attempt to sketch this proposal.

Recall, however, that Popper does not want to treat Vs as a function of the mere cardinality of true and
false statements but as a function of the truth-content and falsity-content subclasses.
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Assume that two distinct theories are genuine rivals iff (i) they speak about the

same sector of the world (ii) they have passed at least one similar test and (iii) they

conflict at least in one aspect that involves description and prediction of facts in the

sector of reality that the theories intend to explain and represent. Let me introduce

roughly a way to rank the epistemic value (Ev) of the different statements (with empirical

content) that comprise the theory. Let us assume that descriptive true statements have,

regularly, less Ev; that explanatory statements have medium Ev; that repeatedly

corroborated hypotheses count as descriptive true statements; that falsified hypotheses

count as false statements (hence lack Ev); and that surviving a severe test that the

previous theory could not survive has (temporarily) the highest Ev. Then, we can use the

notion of Ev to substantiate attributions of Vs as well as our choice between competing

theories.

The simplest ideal case is that in which theories t\ and t2 are genuine rivals and

the first has failed test W whereas the second has survived the same test and has both

more truth content and less (or equal) falsity content than its rival.^‘ Of course, we also

expect that ti has successfully passed all relevant empirical tests that its rival has passed,

or in other words that before test W, the respective degrees of corroboration of t\ and t2

are the same. There is no doubt that in this case, we have good reasons to prefer t2 over t\

and to consider t2 as a better approximation to the truth than its rival because t2 exceeds t\

in corroboration and Vs while having more Ev regarding the pertinent statements. To see

Increase in truth content alone is not sufficient to guarantee an increase in Vs, and we need to consider
also falsity content. Thus the only field left for scientific debate -and specially to empirical tests- is

whether or not the falsity content has also increased. Thus our competitive search for verisimilitude turns,

especially from the empirical point of view, into a competitive comparison of falsity contents (a fact that

some people regard as a paradox).” OK: 81
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why, presume that all theories are false. Then we will attribute a higher degree of Vs to a

theory if it makes the same predictions, it survives at least one of the tests that the other

failed and it has more Ev. To make things easier, suppose that /i stands for Ptolemy’s

theory and ^2 stands for Copernicus’s. Then we know that concerning the problem of the

astronomic positions for the planets, similar and perhaps equivalent predictions can be

drawn from both ti and ti- Likewise, with better techniques of aided-eye observation,

both theories can yield equally good values to be used in astronomical tables. But

Ptolemy’s theory cannot accommodate the phases of Venus, and, so to speak, fails this

test. Copernicus’s theory, by contrast, can accommodate this fact and survive this test

obtaining more Ev. Consequently, we can assign a higher degree of verisimilitude to

Copernicus’s theory since it meets our criteria above. But this is perhaps only the ideal

situation while other cases of theory comparison may be more challenging.

Suppose that theories t\ and /2 are genuine rivals, that the first has failed test W

and the second test Z, but are equally good in every other respect. Since 1 intend to give a

characterization of false theories that have (presumably) a different degree of Vs,

improving our intuitive assessment with the notion of Ev, we would need to compare W

and Z in order to substantiate any appraisal. Only if the respective degrees of severity of

W and Z are different we can select a theory. Otherwise, we would need to consider the

compared theories as equally good until a common test is found. Call this sketch ‘the

intuitive approach to Vs’. Obviously, the intuitive approach to Vs is liable to several

criticisms. One may object, for example, that it is too elementary to be useful. It makes

comparisons of theories by Vs a child’s game. Moreover, it could be argued that the

notion of Ev is defined too poorly to be of any use. Another objection may be that the
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approach would not be useful for theories that have not failed any test so far, either

because they (or one of them) have not been tested yet, or because they have been tested

and have survived the same tests.^^ In the first case, the answer suggests itself: a pair of

competing theories that have not been tested cannot be accorded a positive degree of

corroboration and correspondingly, they cannot be accorded a positive degree of falsity

content. In this case, both theories, qua conjectures, are equally good (bad) and we lack

grounds to choose between them. The upshot is that a comparison in terms of Vs

necessitates that the compared theories had been previously tested. The second case,

when both theories have survived the same tests looks also as a case in which there is no

criterion to choose between them, unless the situation is such that theory tz has passed the

same tests as theory ti, plus more because the latter has not been subjected (for whatever

reason) to some of the tests yet. In such a case, since ascriptions of Vs are not definitive,

one could choose tentatively the theory that has passed more tests, on the grounds that it

is the best corroborated and it may be also the one closest to the truth.

5.7 Verisimilitude as a Surrogate for Truth

Even ifmy earlier suggestions to restore Popper’s original qualitative definition

of ‘verisimilitude’ are faulty, I think it is worthwhile to pursue a general view on this

matter that would be intuitively coherent and bolster our understanding of the procedures

While these objections appear to be devastating, I believe they can be satisfactorily met. Given the
difficulties of arriving at a working metric for Vs, Popper has suggested that we should settle for an
intuitive approach. On the other hand, he also recommends us to stay away from unnecessary complexities
and technicalities. While this may discourage friends of precision, one needs to keep in mind that

judgments of verisimilitude are not demonstrable (not even with the help of a suitable metric, were one
developed) “but may be nevertheless asserted as a conjecture, strongly arguable for or against on the basis
of ( 1 ) a comparison of the logical strength of the two theories and (2) a comparison of the state of their

critical discussion, including the severity of tests which they have passed or failed. ((2) can also be
described as a comparison of their degree of corroboration.).” Popper. “A Note on Verisimilitude.” (op.

cit.) p. 158. See also RAS: 277. For a defense of the intuitive cogency of the idea of verisimilitude see:

Noretta Koertge. “Towards a New Theory of Scientific Inquiry.” In: Progress and Rationality in Science.
Radnitzky and Andersson (Eds) Dordrecth: Reidel, 1978.



223

of empirical science. In particular, I want to entertain the (non-Popperian) hypothesis that

for pragmatic purposes we need to settle for greater verisimilitude. To do that, let me

discuss a common complaint about verisimilitude as an acceptable aim of science, and

present my view about the consequences that we need to draw from Popper’s theory,

although he himself does not endorse them. I will attempt this task by putting forward the

following three general claims: no scientific theory is true (A), even though many

scientific theories are false and a few of them get close to the truth. All scientific theories

are verisimilar in different degrees (B). Given (A) and (B), instead of looking for

indubitably true theories, we have to satisfy ourselves with this feature of uncertainty in

our endless search for scientific-knowledgeP On the other hand, even false theories

constitute scientific knowledge or contribute towards its growth (C). The foregoing

claims are as controversial as anyone can possibly think. For some readers, claims

(A)-(C) will seem to be plainly wrong, no matter how well they might fit in the theory of

verisimilitude, nor how consistent they may be with the key notions of Popper’s

epistemology.

Popper’s theory of science purports to account for the grovvfh of empirical

knowledge by a comparison (inter alia) of the quality of the information contained in

disparate and competing theories. It is neccesary to consider the quality of their empirical

statements (e.g., as determined by their truth value and their empirical content) in order to

make appraisals about the merits of scientific theories. As explained before. Popper

”
“There are uncertain truths -even true statements that we consider false- but there are no uncertain

certitudes. Since we cannot ever know anything for sure, simply is worthless to look for certainty, but it is

worth to search for the truth, and we pursue this, mainly searching equivocations in order to correct them.
Because of this, science, scientific knowledge is always hypothetical: is knowledge by conjecture. And the

method of science is the critical method: the method of search and elimination of error to get the truth.”

SBW\ 39. In what follows I will use the expression scientific-knowledge' to denote the product of science.



224

considers analytic or tautological truths as epistemically uninteresting since they are

devoid of informative (empirical) content. However, contrary to appearances, the truth

values of empirical statements cannot be decided just by using common sense

observation, or performing comparisons between statements and facts. As many

philosophers of science have. Popper held that observation is often theory-laden, and that

all observation activity is carried out in the framework of a suitable theory or from the

standpoint of our background knowledge. Such theory-ladeness helps to explain why

some empirical statements are true despite contradicting common sense observation, and

some others are such that they can be deemed true only after one considers them against

all apparently disfavorable evidence. For example, “the earth revolves around the sun” is

a true statement yet plain common sense observation of astronomical phenomena does

not support it.

Another difficulty with empirical statements is that if they are singular and taken

in isolation they might be either trivially true or in Popper’s sense they might be

metaphysical. But trivial truths are far from being congenial to the aims of science (the

progress of scientific knowledge by way of proposing theories which are more truthlike)

and metaphysical statements, by definition, do not have a place in empirical science.

Thus, some empirical statements are not in a very good epistemological position in

Popper’s picture of science. Consider, by contrast, general empirical statements. Are

they epistemically interesting, that is, are they congenial to the aims of science? The

answer has to be affirmative. However, these statements are not verifiable, that is, they

are not decidable by means of observation, yet they play an important role in the business

of science giving us valuable and interesting information about the world. If general
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statements are not verifiable (for reasons well known to us), how can we say something

sensibly meaningful about their truth value? According to the correspondence theory a

statement is true just in case what it says corresponds to the facts. But there is no way of

establishing such correspondence in the case of universally quantified statements for an

infinite domain. In Popper’s system this shortcoming could be counterbalanced by the

possibility of falsifying them, a procedure that confers legitimacy to their use in empirical

science. Now, given that Popper is not interested in finding a suitable criterion of truth

but in using truth as a regulative concept for science, these problems need not disturb

him. However, since his theory of verisimilitude relies on the idea of a theory getting

closer to the truth, eventually one has to consider the issue of the truth value of theories.

For our purposes theories can be treated as sets of statements. What can be said

about the truth values of theories? First of all, if the truth value of a theory is nothing

over and above the truth value of its component statements, then since determining the

truth value of all of a theory’s components can hardly ever be done, it looks as if there is

no workable way of determining accurately the truth value of the corresponding theory.

If the theory is formulated in the standard way, then at least a few of its statements (e.g.,

the axioms) will be analytic truths. But, since we are interested exclusively in empirical

science, these statements (as well as all those which are their logical consequences)

should not count for the purposes of determining the truth value of the theory. On the

other hand, many statements that are part of a theory are just statements about the future,

hence, their truth value is undetermined. Worse, sometimes it is also the case that the
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conditions that will render true a specific statement about the future hardly ever obtainy'^'^

yet many of those statements are genuine parts of the theory anyway. So, in general there

is no practical method to determine the truth value of a theory by means of an exhaustive

inventory of the truth value of each and every statement that belongs to it.

5.8 Are there True Theories?

At this point, we need to distinguish carefully between two problems that have

been canvassed in the foregoing. On the one hand, there is the difficulty of finding

workable ways to determine the truth value of a theory by using one-to-one

correspondence between statements and states of affairs, or purging the theory of false

statements. On the other hand, we have the facts of science that show how all scientific

theories ever produced are less than perfect, many of them having being definitely proven

to be false. Since I intend to make sense of the controversial claims (A-Q advanced in

the opening paragraph of this section, let me try a different approach. Assume that

genuinely interesting theories are of universal form. Suppose that the set of (empirical)

statements which comprises an empirical theory can be mapped onto the set of the

corresponding states of affairs that will render the former set true. Ideally, for a true

theory the mapping operation should be perfect. All statements will correspond to facts

and we will not have any statement that fails to meet this criterion. Unfortunately this is

hardly the case (except for very poorly formulated or utterly simple and uninteresting

theories). A sensible and realistic attitude towards science will lead us to expect a partial

match in all attempts to link statements and facts. Some of the statements that comprise

In extreme cases such statements seem to be closer to the range of non-testable statements. One may
consider them as ad hoc or reject them as metaphysical. Assertions about the remote past or the farthest
future form a category of statements which might face similar problems.
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the theory will map onto states of affairs and some others will fail to do it. If we qualify

the partial match, we can arrive at an alternative characterization of verisimilitude. It

would be tempting to think that, for any theory, the more statements we can mapp onto

the state of affairs, the greater its degree of verisimilitude. This, however, cannot be

correct. It is not just a matter of merely counting out statements and making decisions

about verisimilitude. The reason is that logical operations (e.g., reiteration; conjunction)

might increase artificially the number of true statements in a theory (hence, the sucessful

mapping operations), but we certainly want to restrict this way of modifying the

epistemic status of theories. In sum, the mere cardinality of successful matches cannot

give an appropriate characterization of truth or truthlikeness.

A more suitable qualification could be obtained by using a criterion to select the

statements whose truth is important when deciding the epistemic status of a theory.

Suppose we set aside all analytic truths in addition of disqualifying all logical operations

performed on them. Further, suppose we rule out logical operations performed over

atomic empirical statements. Then, by using the disjoint sets of true and false statements

of a theory we may attempt to give a criterion to determine, given two competing

theories, which one is the most verisimilar. Any theory T? is better than a rival theory Ti,

if it has a higher ratio of its true empirical statements over its false empirical statements

than Ti (provided r?does not have more false statements than On the other hand,

although, ideally, one can entertain the possibility of a genuinely scientific theory which

entirely lacks false empirical statements thus having the maximum degree of

” This restatement of Popper’s qualitative definition of ‘verisimilitude’ (in the spirit of the ratio technique)

can be formulated as follows. Let Dj (distance to the truth) be a function of Ctr (truth content) over Ctp
(falsity content). Then a theory (a) will be better than a theory (b) (we will assign a greater degree of

truthlikeness to (a)) iff: C^a) / Ctpfa) > Ctr(A) / CtF(A) and Ctrfa) < Ctf(b).
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verisimilitude (in other words being absolutely true) the history of science up to now

shows that, except for trivial theories, this does not seem to be a reachable end.^^ If we

restrict our investigation to the actual theories that have been produced by human science,

we soon arrive at the conclusion that none of them meets the criterion required to be

considered absolutely true, since (without exception) they all harbor some false

statements in their corpus.

There are at least two objections worthy of consideration which can be raised

against the above story regarding how all scientific theories are only verisimilar but no

one can actually be absolutely true. According to the first one, a true theory is neither a

physical nor a conceptual impossibility {i.e., a true theory is not an impossible

achievement for human ingenuity nor an abstract entity which is inconceivable). On the

contrary, given the principle of expressibility, there is a possible comprehensively true

theory which is given by the set of all true statements about the world. A fortiori, there

are less ambitious true theories which are subsets of the former, but partake of the same

privileged epistemological status; therefore, there are true theories and the fact that we

face many difficulties obtaining them does not speak against their possibility but only

about our limitations. The second objection expresses a different kind of worry. It relies

on the unwelcome contention thatfalse theories might make part of scientific knowledge

(it seems to be a contradictio in adjecto to claim that we might havefalse knowledge). I

will lay out some of the arguments that ground both objections and then I will respond to

This suggestion could be resisted on the grounds that it relies on an inductive argument. 1 believe that

this kind of reply is not pertinent, since my claim does not generalize to the case of future theories (1 do no
deny the physical or logical possibility of arriving a such a theory in the future, even being highly skeptical

about such possibility) but only contends that so far, we know of no scientific theory which is completely
free of error and entirely lacks false statements.
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them. Let me tackle the first. By using the principle of expressibility, one can offer the

following argument that purportedly shows that there are true theories:

(13) ( 1 ) Whatever is so can be expressed in some possible language
(Expressibility Principle).

Def [1] A language is an abstract object consisting of a set of sentences and
meaning assignments.

(2) There is a language L such that for every fact F, there is a sentence ofL
that expresses F.

Def [2] Any set of sentences in a language that expresses all the facts is a
true theory of the world.

(3) There is a set of sentences that expresses all the facts.

(4) .’. There is a true theory of the world.^’

Although I have some reservations concerning the expressibility principle, let us

grant it for the sake of argument.^* Suppose that every fact is expressible in principle in a

possible language. Then a true theory of the world would be the conjunction of all the

true sentences of that language. I will set aside, for the time being, the objections that can

be leveled to such a theory and my qualms about the possibilities of devising a language

so powerful. The argument above seems to make an existential claim in (4[13]) that

contradicts my statement (A) at the beginning of this section. However, I think we need

to distinguish here between the logical possibility of a theory in the sense of (4[13J) and

the actual possibility of obtaining such a theory. My claim is not that a true theory is a

physical or a conceptual possibility. Such a claim would be confuted outright by the fact

that we might have simple theories which meet all the requirements to be considered true,

” This argument (which was suggested to me by Kirk Ludwig) is inspired by David Lewis’s definition of a
language in his paper “Languages and language”. (T/ie Philosophy ofLanguage. Edited by A. P. Martinich,
New York: Oxford University Press, 1985. pp. 381-400). According to Lewis a language is “Something
which assigns meanings to certain strings of types of sounds or of marks. It could therefore be a function, a
set of ordered pairs of strings and meanings.”

My reservations have to do with the fact that, in my opinion, the expressibility principle can ground only
conceivability claims. It appears to me that there are facts which because of their complexity and nature,

are not expressible in any possible human language. However, even assuming there is a true sentence for

each of the facts in the world, it would not be possible to express the (infinite) conjunction of all the true

sentences about these facts.
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or by the undisputable existence of analytieally true theories in geometry and arithmetic.

Take the case of trivial theories. There might be simple and trivial theories which are

true (for example, which are comprised of a single true statement), but a Popperian

should not be disturbed by this, since trivial true theories do not add to the enterprise of

science. As far as the second case is concerned, recall that Popper explains his exclusion

of tautological truths from the field of empirical science pointing out that we do not look

for truth simpliciter, but for interesting truths, that is, informative truths. On the other

hand, although the truth of trivial theories does not belong to the former kind, it does not

qualify for our sense of sciencehood (we are interested in empirical science) since the

informative content of trivial theories is negligible. I should perhaps, qualify assertion

(A) advanced at the beginning of this section. What my claim is supposed to mean is that

no epistemically interesting theory is true (call this A*). This claim is supported by the

historical fact that no scientific theory ever produced has been true in the sense of (4[13]).

What should we say about the existential claim in the argument above?

Obviously this claim cannot be interpreted as saying that there is an actual true theory of

the world. It has to be understood as stating the logical and conceptual possibility of such

a theory. In my view this possibility is just a source of consolation for the epistemologist

who worries about certainty and I have no desire to challenge him on this score. In a

more pragmatic spirit, however, I believe that we have no hope of developing such a

comprehensive theory about the world. There are several reasons to support this

contention. To begin with, a truly interesting theory about a sector of the world can

“It is very important that we try to conjecture true theories; but truth is not the only important property of
our conjectural theories; for we are not particularly interested in proposing trivialities or tautologies. ‘All

tables are tables’ is certainly true -it is more certainly true than Newton’s and Einstein’s theories of
gravitation- but it is intellectually unexciting: it is not what we are after in science.” OK\ 54
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hardly exhaust all the aspects of that sector, because when it seems to give a

comprehensive account of them we discover new aspects that were previously

overlooked or unknown, turning the theory into a rather crude approximation to them. If

this is correct for a restricted theory which talks only about a sector of the world, a

fortiori, should be correct for the more ambitious comprehensive theory about the totality

of the world.

A similar treatment can be given to a weaker claim: a true theory (yet limited in

scope) of the world is possible. Again my distinction between actual possibility and

conceptual possibility suffices to dispute this claim. Given the complexity of the physical

world and the limitations of human ingenuity such a theory (though perhaps easier to

obtain) does not seem feasible either. We do not have any example in the history of

science (there is not a single theory ever produced that can satisfy the stringent

requirements of a comprehensively true theory) and I see no reason to think that the

situation will be different in the future. Of course, I realize that this line of argumentation

relies, one way or another on induction, and that any appeal to inductive inference to

prove this claim should be an embarrassment to anyone sympathetic to the Popperian

project. My response to this objection is that I make no claim about the relationship

between the past and the future of science, specially that I do not claim to be in the

position of making any generalization from the known history to what will happen next.

I simply rely on the fact that the claim that scientific theories are true seems to be as well

falsified as anyone could possibly desire, and that although all falsifications are open to

revision, there are no reasons available that would throw doubt on this particular one.
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But, perhaps, the strongest reason to support my (A*) lies in the difference

between a possibly true theory that gets all the facts of the world and an actual scientific

theory. Besides truth, which is a general aim of scientific theorizing, we usually demand

other aims from true theories, some of them theoretical, some of them practical ones,

which should certainly be subjugated to the aim of truth. However, there is one aim that

is probably as important as being true: being amenable to the testing of the theory's truth.

If a theory is true, but it does not conform to this aim, we may never have any inkling

whether it is ever true. Now, making a theory easy to test may be contrary to making it

state the truth of all relevant facts. To see why, consider how theories that state all the

facts at once are not easy to test (one could even think that they cannot be tested, at all).

For instance, a single theory that is true of all the facts of the world would be a theory

that contains atomic sentences about all singular facts, giving account of facts such as

what property obtains at what space-time point, and ultimately of all the properties at all

space-time points. But it is not possible to test such a theory for its truth, because there is

no systematicity to follow. In some sense, such theories (if ever formulated) would

become tautologous-like (having only true consequences all through).^' For being devoid

of falsity content, they would not be testable in the ways that Popper’s epistemology

demands. Since testability is a condition sine qua non of scientific status, we can

“
I owe this argument to Chuang Liu. Let me stress that Popper does not endorse claim .4* or anything

along its lines. On his view, there might well be many true theories, but since we do not know what is the
absolute truth, we cannot know whether the theory we are appraising is true. We may guess (or conjecture)
that it may be true, and by comparison with less fitted competitors we also may conjecture that it is a better
(or even, the best possible) approximation to the truth. I want to endorse a strongest case and hold the view
that absolutely true theories are only regulative ideals.

Since every ‘test’ would result in corroboration, in the long run their empirical content would stagnate. If
this were the case, such theories will be indistinguishable from metaphysical theories which are saved from
falsification by ad hoc moves. Popper’s criterion of demarcation would collapse under this scenario.
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conclude that no scientific theory can state all the facts, and a fortiori, that no scientific

theory can be absolutely, comprehensively true.

I move now to the second objection leveled against my A*. According to this

objection it seems odd to maintain that there is something like false knowledge.

Technically speaking, if scientific theories are not true but verisimilar, then they are false.

But, how can we claim to have scientific knowledge if the only thing we can work with

are false theories? This cannot be right. Such an objection, I concede, is harder to

respond to than the previous one. Traditional epistemology has made truth an essential

condition of knowledge and consequently has ruled out the view that one might have

false knowledge. And I certainly do not want to say that when we falsify a scientific

theory (take the Ptolemaic system of the world as an instance) such a theory (which

might have been rejected after falsification) is something that we knew in the traditional

sense of the word ‘know’. I believe that the problem can be dissolved by paying attention

to Popper’s distinction between knowledge in the subjective sense and knowledge in the

objective sense. It does not make sense to say that a false theory (or statement) is knoM’n

by anyone, but saying that a false theory was part of the current scientific knowledge of a

certain historical age, a particular scientific community or a specific moment in time does

not seem problematic.^^ 1 think that by indexing empirical theories to stages in the

For some authors, the distinction between knowledge and belief explains adequately the present situation.

Only what is true can be known, but one can believe either true or false statements. On this line of arguing,
false theories are merely part of the arsenal of beliefs about the world that can be entertained in any given
moment. Disregarding the difficulties that pervade the distinction between knowledge and belief, 1

consider this as a good answer to the question although one which is far from being fully satisfactory. It

cannot make sense, for example, of the way we currently understand and treat the products of science, not
to mention that it cannot provide a good account for the role of superseded theories in what is considered as

a long-term enterprise, namely the search for increasingly deeper and better knowledge of the natural

world. (The standard Popperian solution to this problem would be to treat false theories as failed

conjectures.)
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development of scientific knowledge we are in a better position to block this type of

objection. For whatever scientific theories provide us, needs to be ultimately cashed out

in terms of knowledge (let us put aside aspects like information, descriptions, predictions

and the like). But this kind of knowledge is rather different from the knowledge

embodied in a proposition like “I know that it is raining now” or “I know that Havit owns

a Ford . In these examples of ordinary knowledge, we are dealing with matters that, even

being arguable, can be decided within certain degrees of certainty. That is by no means

the case for the knowledge embodied in scientific theories. Further, the truth value of

propositions of ordinary knowledge is usually decided without too much effort, and this

feature makes a big difference with regard to their being considered as knowledge, which

is what is at stake here. That there is a sharp contrast to be drawn between the last sort of

propositions and the statements of science can be better illustrated with the help of the

following passage:

[I]n the usual sense of ‘know’, whenever I know that it is raining, it must
be true that it is raining; for if it is not truth, then I simply cannot know
that it is raining, however sincerely I may believe that I know it. In this

sense of the word, ‘knowledge’ always means ‘true and certain

knowledge’; and ‘to know’ means, in addition, to be in possession of
sufficient reason for holding that our knowledge is true and certain. [By
contrast] I said, there was no such thing as scientific knowledge in this

sense. If, nonetheless, we chose to label the results of our scientific

endeavours with the customary name ‘scientific knowledge’, then we
ought to be clear that scientific knowledge was not a species of
knowledge; least of all, a species by a high degree of solidity or certainty.

On the contrary, measured by the high standards of scientific criticism,

‘scientific knowledge’ always remained sheer guesswork -although
guesswork controlled by criticism and experiment.^^

We also learn from this passage that scientific theories do not represent the kind

of knowledge that can be justified by reasons. On the contrary, this kind of knowledge is

63
RAS: 12-13; Cf. also 4



235

always tentative and subject to correction. One does not expect of good scientific

practice any immunization of theories with the excuse that they are securely established

or supported by the available evidence; rather one is ready to accept that theories need to

be refurbished every time that (as a result of serious criticism) one finds reasons that

make it advisable to abandon those parts that have failed the test of experience and to

introduce changes that can increase their degree of falsifiability as well as improve their

relative verisimilitude.

5.8,1 The Epistemic Status of Scientific Theories

Most readers are troubled by claim (C). As discussed in the previous paragraph,

the suggestion that false theories might contribute in any positive way to the growth of

knowledge does not look very appealing. However, part of the problem can be solved if

one accepts the distinction between knowledge in the subjective sense and knowledge in

the objective sense. Looking at claim (Q from the perspective of the latter can make

sense of the idea of contributing to the growth of knowledge, even by way of advancing

false theories. On the other hand, since claims to ‘know’ a false theory easily reappear in

this discussion -notwithstanding Popper’s emphasis in objective knowledge-, we should

attempt to give an answer to this sort of objection. Let us try another approach. What

does it mean to attribute to someone “knowledge” of a scientific theory? (1) Are we to

understand this attribution in the sense of familiarity with the principles of the theory,

ability to use the theory, or capacity to explain the pragmatic implications of the theory?

(2) Are we concerned with the picture the theory gives us about the world, and willing to

accept that knowledge of the theory amounts to knowledge of the representation of the

world it gives us? (3) Or do we want to say that knowledge of a theory is tantamount to

knowledge of all of its true statements? It is difficult to choose among these alternatives
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and even more diffieult to determine whether they represent adequately the issue they

purport to address. Suppose one goes along the lines of the first one. In this case, there is

nothing odd in claiming that one knows a false theory, since this means only that one is

familiar with it. One does not need to commit oneself to the truth of the theory in this

case and may perfectly well remain neutral to this respect.

Supppose that one goes along the lines of the second. This is the case that

generates the problem, since evidently it is odd to claim knowledge about the world by

appealing to a false model (or representation) of it. A realist who commits himself to the

empirical truth of scientific theories cannot evade this objection easily. But a Popperian

realist, who does not expect that scientific theories deliver absolute truth can find a way

out. Theories are just working blueprints that are progresively adjusted through the

process of rational criticism. Being advanced as temporary models (explanations) of the

world which are to be adjusted according to the results of conjectures and refutations,

summarizes their epistemic status.

Popper warned his readers about the dangers of terminological disputes. The

dispute about the oddity of having false knowledge is one of those that can become

terminological. It is important to stress that Popper does not maintain the absurdity (as

Stove holds) that one may have false knowledge. Since the word ‘knowledge’ already has

a customary sense in traditional epistemology, let me suggest a way to circumvent this

problem. Let us stipulate that the expression ‘‘scientific-knowledge' designates the typical

result of an activity different from what has been considered the essential activity of the

knowing subject, and whose only worthy product has been designated with the word

‘knowledge’. The peculiarity of this other activity is that its products are false (although
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they have diverse degrees of Fs). Scientific-knowledge is a distant relative of knowledge

but it is not knowledge in the traditional sense and, thus, it can be false without disturbing

traditional epistemologists. In sum, the final aim of scientific-knowledge is the truth, but

those who search for scientific-knowledge are in no way committed to certainty and they

do not have to worry because it cannot be validated by definitive or firm reasons.

Scientific knowledge is compatible with the idea that it is possible to increasingly

approach the truth by advancing false theories that, however, are truth-like.

5.8.2 Aiming at Verisimilitude Rather than Truth

I want to finish this chapter by advancing some comments on what I take as the

epistemological consequences of the theory of verisimilitude. In particular, I want to

address again the complaint that verisimilitude can never be an acceptable aim of science,

which must be the pursuit of truth. Let us approach this objection, obliquely, by paying

attention to a well-documented epistemological attitude. Many authors in the history of

philosophy have taken for granted that knowledge in general, and more especially

scientific knowledge, is true (otherwise it cannot be properly called “knowledge”). On

this view, (that we may term ‘the standard view of knowledge’) anything that falls short

of truth cannot be, properly speaking, called “knowledge”. Moreover, all searches for

knowledge are guided by the implicit or explicit end of achieving the total (absolute)

truth in the respective area.^"* In the field of epistemology, to call something that is less

than certain ‘knowledge’ is tantamount to reveal a lack of philosophical orthodoxy, to

confuse the purpose of (scientific) investigation, to misuse the word ‘knowledge’ and it

The search for absolute truth pervades huge sectors of our culture. In the Anglo-Saxon systems of law,

for example, witnesses and defendants are advised, somewhat redundantly, to talk “the truth, all the truth

and nothing but the truth.” Controversial as such advice might turn out to be, it betrays the high value that

we read into the notion of truth for practical matters.
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gives basis to accusations of irrationalism. Let me call traditional epistemologists who

subscribe to the standard view of knowledge absolute truth-seekers {ATS). The trouble for

ATS is that they neither find what they are after, nor do they seem to realize that they are

making promises that they cannot keep, and they are engaging in quests that are, rarely, if

ever, successful. To show that ATS have failed so far does not require too much

argument. Although it can hardly be denied that they may rightly claim that progress

towards the truth in different areas has been made, it can be disputed whether they can

exhibit a single case of an absolutely-true scientific theory which may confirm their

allegations that we have reached the truth.

Of course, the fact that no such a theory has been produced yet, does not mean

that it cannot be produced in the future, for nothing seems to prevent the possibility of

devising a theory that meets the stringent requirements described in the previous section.

I have already admitted this, and have replied by stressing that the problem of finding an

absolutely true theory has nothing to do with matters of inconceivability but with the

constraints of praxis and the limitations of human epistemic faculties. I believe, then, that

Popperian epistemologists, whom I propose to call, for the purposes of the present

discussion, “verisimilitude seekers” (VS) are in a better position in this situation and will

surely be in a better shape after we complete the examination of the arguments of both

parties. To put it in a nutshell, I submit that a qualification of the aim of practical science

in terms of Popper’s theory of verisimilitude is better for the following reasons;

1 . Under the assumption that no scientific theory is ever true, we can stop looking

desperately for chimeras and devote our efforts to a more productive goal: the

search for verisimilar theories, and among these for the more verisimilar theories
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we can possibly find. Many will object that there is nothing wrong with looking

for chimeras, since we, humans, often engage in hopeless enterprises, and it is

precisely when pursuing the most incredibly wild fantasies that we find valuable

things for mankind. The search for nonreachable ends, the argument proceeds, has

served as inspiration to many accomplished creators in science and literature, and

it can be claimed that what is considered a nonreachable end may turn out to be

reachable if sufficient ingenuity is put into the enterprise. It could be the case, the

objectors claim, that something seems nonreachable just because we do not have

the appropriate technological tools to obtain it or else because we lack sufficient

ability or we do not reflect about the matter hard enough (or long enough) as to

find a solution, and so on and so for. In sum, the notion of something being

reachable or not is vague and ill-defined and cannot be used as a criterion to

qualify scientific goals. On the other, hand the mere fact that comprehensively

true theories are conceivable shows that they are clearly recognizable and may be

constructible, hence reachable. I have nothing against this way of talking and I am

not going to argue against the actuality of truth that characterizes

comprehensively true theories, and turns a weaker notion of absolute truth into a

legitimate end. I only want to say that it seems preferable to put as an end

something that can indeed be reached -like verisimilitude- and avoid

disappointment at vain efforts.^^

It could be argued that disappointment is the outcome of many failed attempts, even of those that are

aimed to reachable ends. This is a fair remark. My point is subtler, however. I am concerned with avoiding
the sort of disappointment which can be easily expected.
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2. The expression ‘absolutely true’ is perfectly meaningful and anyone who is

familiar with the literature about human knowledge can make sense of it, whether

applied to science or to any other set of statements. To claim that absolute truth is

not reachable is to make an error of discrimination; a failure to distinguish

between difficult goals and impossible goals. But in the long run, absolute truth

will be reached in the same way that we have reached truth for partial fields

which once were considered beyond the capabilities of human intellect. If

someone prefers this kind of language to refer to absolutely true theories as

possible objects of thought, I have no qualms. But understanding that we can only

hope for verisimilitude is a precondition of engaging in fertile searches of

scientific theories. I am even ready to admit that one can sensibly search for truth

(as a general or inspirational aim) as long as one keeps in mind that it will not be

possible to reach the real ‘final’ truth.^^ While searching for an idealized true

theory we can find very good theories (something like increasingly better

approximations to the ideal aim), and this will mean real steps towards the truth,

just as creators and thinkers who have searched for perfect beauty or perfect

goodness (in the moral sense of the word) have found substitutes close enough to

make the search worthwhile and the findings valuable enough to be considered as

definite steps in the right direction.

3. Another objection that can be raised against my weaker version of the aim of

science claims that given enough time nothing prevents even finite minds (if they

work in collaborative ways and build upon the achievements of their forerunners)

“ Though it may sound confusing, I think we should keep truth as a regulative ideal, in the sense that

Popper gives to this notion in CR.
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from finding an absolutely true theory. Let us suppose for the sake of argument,

that by such a theory the A TS means a theory about some sector of the world, that

is, a limited (in scope) empirical theory and not the broader (comprehensive) true

theory about the world that some delirious authors have envisaged (the

mega-theory about the whole universe). Let us suppose, further, that we agree in

some minimum criteria to characterize this theory: (i) it covers a sector of reality

that raises significant problems; (ii) it gives nontrivial information about that

sector; (iii) it employs hypotheses with a high degree of empirical content and a

high degree of falsifiability; (iv) it makes nontrivial predictions; (v) it leaves

nothing relevant in the field unexplained -it has exhaustiveness-; and lastly (vi) it

is well corroborated. As for the requirements of practice, let us stipulate that it

goes beyond the trivial iterations of technology, since 1 believe that the

availability of working sophisticated technologies does not prove that there is a

corresponding true theory from which those developments derive. (It could be the

case that good technological developments come from wrong, or even false

theories.^’) The situation portrayed in this story, 1 acknowledge, seems more

likely than the less restrictive argument involving the mega-theory

aforementioned. One could say, in behalf of the ATS, assuming that, in effect, we

can agree in the meaning of the expression “given enough time”, that it does not

seem to be any real obstacle for the development of a theory that meets the

It could be tempting to argue that technology, given its practical success, may provide us with varied

examples of true theories, but this is a mistake about the facts of science. Technological achievements are

possible even in the absence ofgood theorizing, for once developed can be replicated forever and
considerably improved, without the requirements of deep understanding and correct accounts that usually
accompanies a truly scientific theory.
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criteria above. The ATS could appeal to the history of science and call to our

attention the tremendous amount of progress that has been achieved since the

inception of the scientific revolution of the seventeenth century (roughly

speaking, in the last 400 years), and within this period, point out especially the

particular advances of the atomic age, or the developments of modern digital

technology. My reply to this argument is that we should not confuse technology

and pragmatic success with the epistemic status of scientific theories. And this is

not just a restatement of the old prejudices against the work of practical men or an

unjustified dismissal of technological achievements, since I am ready to grant that

empirical success has its taking in the business of appraising the truth value of a

theory. But technological success per se does not suffice to guarantee the truth of

a theory. It could happen that a theory which is partially correct can promote

many technological applications (there are fertile guesses), but in general

embodies an inadequate or false representation of that part of the world it refers

to. After all, mutatis mutandis, the false Aristotelian physics and the false early

theories of chemistry were not scarce in technological applications. On the other

hand, our appraisal of the value of a technological development in regard to the

truth of the theory from which it has been deduced is far from being clear. More

often than not, the proper operation of technological devices is a function of

redundant mechanisms (which allow for chance and the ‘cover up’ of mistakes or

the masking of imprecision) instead of the result of a straightforward theoretical

implication. (Take as an illustration the most sophisticated machines we know,

i.e., electronie gadgets.)
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There seems to be a simplistic view of theories according to which, a theory is a

fixed set of statements that attempts to explain a fixed set of problem-situations. With the

required adjustments the theory ends up exhausting its explanandum and we are in the

position ofjudging about the absolute truth-value of the theory. Let us call this view the

archeological view of theories. 1 think the archeological view of theories is utterly

mistaken. Far from being fixed sets of statements, scientific theories resemble more

living entities which are capable of interacting with the world and can make adaptive

changes in response to the feedback of observation and experiment. This view has

already been called the evolutionist view of science and, as far as 1 know, was first

advanced by Popper. I think that, in general terms, this view is correct. But what 1 want to

stress at this moment is that in the process of testing and adjusting to the results of

experiment, theories are constantly generating new problems. With any modification of a

theory, regardless of the motivation for it (failure or success) a whole new array of

problems and aspects (unknown before) arise and the apparent progress made is

counterbalanced by new problems that need to be solved. In sum, theories grow new

problems endlessly.

The view just expressed is, in some sense, pessimistic in regard to the aim of

absolute truth. It suggests that even under the best possible conditions (time, ingenuity

and hard work) the elusive character of absolute truth will prevail over our efforts to

reach it. I realize that this view is less appealing than its rival, the optimistic view of

science, with its suggestion that we can reach absolute truth in the future and that, in

some special cases, we have already reached it. But, as even the yir-S epistemologist has

to acknowledge, which view is closer to a faithful description of the epistemic status of

scientific theories has nothing to do with its appeal.



CHAPTER 6

EPILOGUE

This study was undertaken with the conviction that, despite abundant (and widely

accepted) criticisms against it, Popper’s epistemology is a tenable and powerful theory

that can illuminate our comprehension of the nature of scientific knowledge and the ways

in which its progress takes place, and that it can explain what seem to be conflicting

claims, namely: (i) that our best scientific theories are nothing but tentative and fallible

approximations to a correct explication of the facts that constitute the real world and (ii)

that we make progress towards the whole truth by advancing those provisional theories

and making our best efforts to overthrow them by means of merciless scrutiny. On the

other hand, if the various strictures to which I have responded in this dissertation had

been as devastating as their authors considered them to be. Popper’s theory of science

would have been a hopelessly failed project. And it is not rare to find occasionally in the

literature derogatory comments of this sort. But I have shown that the most important

criticisms can be satisfactorily met, and as a consequence I have found a way to restore

the main pillars of the Popperian enterpraise with minor modifications whose only cost is

to make the theory more faithful to its original formulation.

There are two main points of disagreement between Popper and his critics: the

first one concerns inductive inference and its purported role for empirical science; the

second deals with justification and its place in epistemology. To put the matter bluntly.

244
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philosophers of an empiricist persuasion (e.g., Bacon and, more recently, the logical

positivists) believe that induction is the right method for science. Assuming that we are

confronted by a bunch of statements about a certain phenomenon -some of them true and

some false-, the task of science would be to separate them accordingly, classifying and

retaining the true statements. Verificationists added to this assignment the certification of

true statements. They strove to find full certainty, indubitable truths, full verification, and

conclusive reasons, but they ended up with a small handful of statements that enjoyed

such a privileged epistemic status, not a single one of which is universal. To overcome

this shortcoming they devised a theory of confirmation that allegedly would close the gap

between observation statements and universal laws. But, as Popper has relentlessly

argued, there is no theory of confirmation that can endow universal hypotheses with any

degree of certainty.

Popper replaced verifiability with falsifiability and proposed the deductive testing

of theories. Based on the asymmetry between verification and falsification, he pointed out

that the only valid inference that goes from particular statements to universal ones is

deductive by nature and yields as a conclusion the falsity of the universal statement. In

other words. Popper demonstrated that while the claim that a universal statement is true

cannot be justified by assuming the truth of any number of observation statements, the

claim that a universal statement is false can be established from the falsity of a statement

that is entailed by it. In this sense, he solve one version of the problem of induction,

although few philosophers were ready to agree with him. In Chapter 2, 1 contested the

most important criticisms of his solution. In particular, I showed that a nonverificationist.
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nonjustificationist theory of science can do away with induction and that Popper’s theory

has no hidden inductive assumptions.

Fondness for justification is closely related to the search for certainty. But,

according to Popper, science should not be dominated by such a preference. He

discourages the quest for certainty and replaces it by the search for truth. As far as the

method is concerned, Popper recommends the deductive testing of boldly advanced

conjectures. The key component of this method is the logical notion of falsifiability. As 1

showed in Chapter 3, falsifiability solves the problem of induction by approaching the

task of sorting out statements with a different strategy. Firstly, the real task is the

classification of statements rather than their certification as indubitable truths. Secondly,

the focus is on falsehood rather than on truth. Thirdly, the passing of tests is of little

importance and in any case secondary to failing them. The whole enterprise is respectful

of the principle of empiricism (only experience can decide on the truth or falsity of a

statement) but not in the way of verificationism. Since the falsifiability of a universal

hypothesis is determined by a deductive relationship between it and its testable

predictions, the classification of statements is never done by appeal to empirical support.

This does not mean, however, that it is undertaken without reference to facts, for only

they determine whether a hypothesis can be tentatively retained as a good conjecture or

should be excluded from science as a falsehood.

That science is in general fallible and that our best scientific theories have turned

out to be false seems hardly deniable. However, few are ready to admit this conclusion.

Men are credulous creatures and there is nothing easier than to put our faith in a theoretic

system, especially if that system has explanatory power concatenated to a certain degree
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of universality. I shall mention two examples here, but I am confident that the reader can

think of many more. Schoolmen in the time in which universities were getting established

considered Aristotle’s corpus as the truth. They thought Aristotle’s theories were perfect

and claimed that, except for minor details, everything that required an explanation was

already accounted for in his works. A well-known anecdote narrates a discussion between

two scholars in a medieval monastery. They dispute about the number of teeth in a cow’s

jawbone. One of them appeals to Aristotle’s authority and suggests that the answer to this

may be found in his writings. After failing to find anything helpful to settle this matter

they conclude that the question would remain a mystery for human beings. This story,

which many would take as a joke, illustrates the price that one has to pay when taking a

set of statements as indubitable truth and conferring upon a mind the right to be the

ultimate arbiter in knowledge. Only after the work of many learned men through several

centuries we finally came to accept the falsity of nearly all of Aristotle’s ideas.

The second example is Newton’s physics. Scholars in the eighteenth (and even

the nineteenth) century firmly believed that this theory was absolutely true. After the

spectacular successes in explaining and predicting both astronomical and terrestrial

phenomena, little doubt remained about its privileged epistemic status. But we all know

the chronicle of its overthrown by relativistic physics. We discovered that Newton’s

theory does not give an adequate description of the motion of the planets, the expansion

of electromagnetic waves, the running of clocks in gravitational fields, the behavior of

collapsed stars, nor the state and evolution of our universe. Nevertheless, Newton was

clearly superior to all of his predecessors. Why do we agree in this verdict if we hold that

his theory was not true either? Why are we willing to say that we have discovered a great
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deal about the world and to think that we will increase our knowledge, if all theories are

false? The lessons of history and the facts of epistemology provide an answer. Although

our knowledge is uncertain, imperfect, conjectural, preliminary and fallible, it has a

chance to be true for the real world because our theories are objective. So, instead of

having perfect knowledge about nothing, we may obtain imperfect (but endlessly

perfectible) knowledge about our world.

According to Popper, the preliminary acceptance of a theory is dependent on its

being falsifiable. Its retention is tantamount to admitting that it is not yet falsified and that

it has been corroborated to such an extent that we intend to continue working with it,

hoping to improve it and with the firm decision to submit it to further tests, (although it is

still possible to retain a theory even if it has failed a test, provided it is the best available

theory in its field). In the long run the concern is to develop theories fully, and to devise

more and more accurate representations of those aspects of reality which comprehension

leads to new, fruitful perspectives and thereby to the discovery and solution of new and

more profound problems. Gradually we come to replace each theory by a better one,

weeding out the falsified and less well-corroborated theories, and assuring continuous

progress towards the truth.

Critics, however, have failed to see this fundamental point. They maintain that

falsification is, at most, verification turned upside down and that it is not possible to

fulfill the desiderata of a good degree of falsifiability conjoined with a good degree of

corroboration. If something remotely similar is obtained, they claim that it sneaks

induction into Popper’s theory through the back door. They are mistaken, and 1 have

shown in Chapter 4 that falsifiability and corroboration can be met simultaneously with
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no concession or appeal to induction. I also made clear that while verificationists demand

that a hypothesis pass a test before admitting it into the body of science and are eager to

reject it if it fails the test, falsificationists only require that the theory be submitted to a

test after it has been admitted into the body of science. They give no special qualification

to a theory that has passed a test (though passing it may be an indicator of empirical

adequacy and even of truthfulness) and content themselves with declaring a theory that

has failed a crucial test as an unsuccessful candidate for the truth. Thus, the only

conclusive decisions for the Popperian are negative ones. For this reason, falsifiability

remains the most important of the central notions, but Popper’s theory is better off now

that we can give a satisfactory explanation of the way in which falsifiability is combined

with corroboration.

It is important to note that decisions on falsifiability, corroboration and

verisimilitude are not exempt of rational criticism, and that Popper’s notion of rationality

is not foundationalist. His sense of ‘rationality’ differs from what many philosophers

would normally mean by the term -i.e., it is not rationality as in rational-choice theory, it

is not rationality as in the traditional notion of evidentially supported decisions, and it is

not rationality in the sense of there being some biological or psychological function

common to humans. Having said what it is not, then what is it? I think Popper has a

narrow logical sense of rationality -to say science is rational is to say there is a strict

logical, a priori sense in which one can say what constitutes a scientific inquiry or a

scientific conclusion, and what strictly guides criticism and response to criticism. That

strictly logical sense, however, is very narrow -it does not allow for anything like

epistemic justification nor for probabilistic reasoning. But it does allow for a distinction
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between seience and other enterprises. A correct construal of the notions of falsifiability,

corroboration and verisimilitude provides us with suitable substitutes for what goes on in

traditional epistemology or philosophy of science. If correctly cashed out, these notions

provide an extension of the strict logical procedures to matters that are closer to what we

normally call theory choice while allowing for more nuanced judgments -without

admitting either probabilities or evidential support in reaching those judgments.

Apart from obtaining increasingly better representations of the world, the overall

aim of science is the search for truth. But falsificationists assume that all theories are

potentially false. So, we need a way to determine whether progress towards the truth is

being made and apply that to a series of theories, which -for all we know- are potentially

false but may, nevertheless, approach the truth. Popper’s theory of verisimilitude has the

task of explicating the comparative concept of nearness to the truth and developing

methods of theory appraisal with regard to this feature. Verisimilitude is a difficult notion

to grasp and after the criticisms of Tichy and those of Miller’s many authors, including

Popper himself, concluded that the definitions advanced in CR (even after the revisions

introduced in OK) were seriously defective. Popper contended, though, that those

definitions were helpful to ground an intuitive understanding of what it means for a

theory to be truthlike. On the other hand, he was confident that a better theory of

verisimilitude, capable of circumventing those criticisms, would emerge eventually.

'

' Though Popper repeatedly remarked that a technical (and fully workable) definition of ‘verisimilitude’

would not add anything crucial to his theory of science (other than, perhaps, clarifying our intuitions about

the problem of how theories approach the truth) and he recommended his readers to remain content with an

intuitive understanding of this notion, 1 believe that further research in the theory of verisimilitude may
strengthen the case for a falsificationist view of science. 1 am sure that every bit of progress that can be

made towards a satisfactory theory of verisimilitude would represent a step forward towards a positive

appraisal and a better reception of Popper’s epistemology Further research in the theory of verisimilitude

must take into account the contributions by Miller, Niiniluoto and Tuomela.
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The real challenge of verisimilitude is to explain how given two false (competing)

theories we can advance reasonably the conjecture that one of them in fact conies closer

to the truth than its rival. And we want to do this with no essential appeal to

corroboration, because as a fallible indicator, the measure of this degree only expresses

the balance of the tests to date (characterizing the nature of failed attempts at

falsification, which in all cases is a finite number). Such a measure gives us reasons to

prefer a particular theory judged with respect to its representational function, it does not

speak clearly about its (absolute) truth. In other words, since corroboration is not a

synonym for truth and all theories are potentially false, we need an independent way to

determine whether our best-corroborated theories are getting close to the truth.

In Chapter 5, 1 presented a suggestion to fix the qualitative definition of

‘verisimilitude’ in such a way that this notion can be rescued from the sharp criticisms

abovementioned. My proposal is entirely faithful to the spirit of Popper’s theory of

science insofar as it applies and unpacks strictly the fundamental concepts. The amended

definition draws from the basic restriction that Popper imposes on the notion of truth

content and it generalizes a point that he makes concerning the exclusion of certain

inferred propositions from the field of basic statements. It is not difficult to see that my

definition is adequate and that it solves the problems pointed out by the critics. On the

other hand, I have shown also how to do comparisons of verisimilitude (using the

quantitative definition) for toy theories. Of course, I do not think that this method is

generalizable to the type of theories that really matter to philosophers or scientists. Nor

should I be understood as endorsing the opinion that talk about verisimilitude becomes

nonsensical in the absence of a fully-fledged method to compare theories by that aspect.
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My only intention when engaging in that little exercise was to illustrate the point that if

we are to be satisfied with an intuitive grasp of the idea of getting close to the truth, these

farfetched examples are nevertheless illuminating.

If my disposal of the criticisms against the basic notions of Popper’s theory of

science holds and my slight revisions to those notions (as well as to their inter-relations)

are accepted. Popper’s epistemology emerges as a tenable and fertile theory, a theory that

can give an appropriate account of the growth of scientific knowledge and that can be

further developed to increase its explanatory power in ways that would be useful for both

epistemologists and scientists. Thus, the contrast between this picture and the one given

by a substantial portion of the literature in philosophy of science (published roughly

during the last thirty years) is quite sharp. At the beginning of this project we were

confronted by a set of apparently devastating criticisms directed to very heart of Popper’s

theory. Those who agreed with the conclusiveness of these criticisms saw Popper’s

theory as irremediably damaged. And many readers that depended on secondary sources

to shape their philosophical inclinations and judgments were hasty to consider Popper’s

project as another failure and a case of interest only for the archeologist of ideas. The

positive conclusions of this dissertation, if tenable, are sufficient to defeat this unfair

view and to give a more favorable image of Popper’s theory of science.

But even ifmy analysis becomes faulty in some way, I hope the reader will be

indulgent to me based on the dual fact that the present work promotes the discussion of

epistemological problems from the point of view of critical rationalism and that the time

to reconsider Popper’s theory of science is past overdue. On the other hand. Popper’s

theory of science (as it may be the case for any rival view) can be right even if things
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seem to be contrary to it or can be false even if evidence seems to point its way, then we

need something other than illustrations, whether positive or negative, to support our

appraisal of this theory. Furthermore, falsificationism is not advanced as a prescriptive

theory; it is not supposed to give methodological rules (Popper never meant to offer a

methodology of science). This is a theory that explains that one can have empirical

science without induction, that scientific theories are fallible, that we need to pay

attention to falsification and look at corroboration with care, and that by combining

falsification and corroboration we can obtain preferable theories that give us increasingly

better approximations to the truth.^

I do not consider it necessary to repeat here my revisions to the topological

representations (never drawn by Popper) of the notions of corroboration and

verisimilitude. I think that the graphics used to motivate the changes introduced and to

illustrate the results obtained are self-explanatory. However, I do want to emphasize that

these changes restore the direct relation between falsifiability and corroborability, on the

one hand, and the indirect relation between falsifiability, corroboration and

verisimilitude, on the other, to the precise meaning of the original Popperian definitions.

In addition, this change removes a difficulty from the theory by eliminating all reference

to negative degrees of corroboration and negative degrees of verisimilitude. In sum, my

proposal has the virtues of being simpler and more intuitive, while exhibiting the power

of falsifiability as the fundamental notion from which all the desiderata of empirical

theories can be deduced.

^ Incidentally, the appropriate use of the notions of falsifiability, corroboration and verisimilitude enables

one to understand other controversial claims about the nature of scientific theories and to explain why
sometimes we should reject some contenders for the truth and accept others.
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For obvious reasons, I did not touch on many additional ramifications of Popper’s

theory of science. Problems like the nature (and alleged circularity) of the method of

critical rationalism; the claim that all interesting knowledge is objective and the theory of

World 3 (to mention just a few) can be fruitfully treated and expanded along the lines of

falsificationism. The misunderstandings about these problems in the literature are not less

abundant (or widespread) than the misunderstandings discussed here in relation to the

four central topics of Popper’s epistemology. Mutatis mutandis, these and other topics

derived from Popper’s work are in urgent need of a treatment as charitable as the one I

attempted in this work. Perhaps any ofmy readers will attempt such a task. Finally,

assuming that Popper’s known schema for the advancement of scientific knowledge is

right, all genuinely interesting solved problems beget new interesting problems. 1 hope

that verdict can be applied to this work.



APPENDIX
LIST OF DEFINITIONS

Popper has modified often his definition of key notions. In this list, I have

included the version that I take better supports a charitable reading of Popper’s account of

science.

• Basic Statement (also test statement): a statement that can serve as premise in an

empirical falsification.

• Corroboration (degree of): the degree to which a hypothesis has stood up to tests.

• Event: a set of occurrences of the same kind.

• Empirical Content (also informative content): The amount of empirical

information conveyed by a statement or a theory. Its degree is determined by the

‘size’ of the class of potential falsifiers.

• Falsifiability (or testability): the logical relation between a theory and its class of

potential falsifiers. Falsifiability is a criterion of the empirical character of a

system of statements.

• Falsification: the conclusive demonstration that a theory has clashed with a

falsifier.

• Falsity content (of x): the subclass of false consequences of x. It is not a Tarskian

consequence class.

• Occurrence: a fact described by a singular (basic) statement.
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Logical Content of x; the class of (non-tautological) statements entailed by x,

where x can be a statement or a theory. A Tarskian consequence class.

Logical probability (ofx): the probability of x relative to some evidence; that is to

say, relative to a singular statement or to a finite conjunction of singular

statements.

Logical strength: increases with content (or with increasing improbability).

Truth Content (ofx): the class of (non-tautological) true logical consequences of

X. It is a subclass of the logical content.

Verisimilitude (ofx): the degree of closeness to the truth of x. It can be measured

as the difference of truth content minus falsity content.
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